


INSTITUTIONS,
ECOSYSTEMS,

AND
SUSTAINABILITY



ECOLOGICAL ECONOMICS SERIES
Robert Costanza, series editor

Published and Forthcoming Titles

An Introduction to Ecological Economics
Robert Costanza, John Cumberland, Herman Daly,
Robert Goodland, and Richard Norgaard

Natural Capital and Human Economic Survival, Second Edition
Thomas Prugh, Robert Costanza, John H.Cumberland, Herman E. Daly,
Robert Goodland, and Richard B. Norgaard

Privileged Goods: Commoditization and Its Impact on Environment
and Society
Jack P. Manno

Toward Sustainable Development: An Ecological Economics
Approach
Philip Andrew Lawn

Institutions, Ecosystems, and Sustainability
Robert Costanza, Elinor Ostrom, Bobbi Low, and James Wilson



LEWIS PUBLISHERS
Boca Raton  London  New York  Washington, D.C.

INSTITUTIONS,
ECOSYSTEMS,

AND
SUSTAINABILITY

Edited by
Robert Costanza

Bobbi S. Low
Elinor Ostrom
James Wilson



 

This book contains information obtained from authentic and highly regarded sources. Reprinted material
is quoted with permission, and sources are indicated. A wide variety of references are listed. Reasonable
efforts have been made to publish reliable data and information, but the author and the publisher cannot
assume responsibility for the validity of all materials or for the consequences of their use.

Neither this book nor any part may be reproduced or transmitted in any form or by any means, electronic
or mechanical, including photocopying, microfilming, and recording, or by any information storage or
retrieval system, without prior permission in writing from the publisher.

All rights reserved. Authorization to photocopy items for internal or personal use, or the personal or
internal use of specific clients, may be granted by CRC Press LLC, provided that $.50 per page
photocopied is paid directly to Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923
USA. The fee code for users of the Transactional Reporting Service is ISBN 1-56670-389-
1/01/$0.00+$.50. The fee is subject to change without notice. For organizations that have been granted
a photocopy license by the CCC, a separate system of payment has been arranged.

The consent of CRC Press LLC does not extend to copying for general distribution, for promotion, for
creating new works, or for resale. Specific permission must be obtained in writing from CRC Press LLC
for such copying.

Direct all inquiries to CRC Press LLC, 2000 N.W. Corporate Blvd., Boca Raton, Florida 33431.

 

Trademark Notice:

 

 Product or corporate names may be trademarks or registered trademarks, and are
used only for identification and explanation, without intent to infringe.

 

© 2001 by CRC Press LLC
Lewis Publishers is an imprint of CRC Press LLC

No claim to original U.S. Government works
International Standard Book Number 1-56670-389-1

Library of Congress Card Number 00-046347
Printed in the United States of America  1  2  3  4  5  6  7  8  9  0

Printed on acid-free paper

 

Cover photo: The Alhambra, Granada, Spain 1991, by Ferdinando Villa, Institute for Ecological 
Economics, University of Maryland. (All rights reserved)

 

Library of Congress Cataloging-in-Publication Data

 

Institutions, ecosystems, and sustainability / edited by Robert Costanza … [et al.].
p.   cm. Ecological economics series)

Includes bibliographical references (p.) and index.
ISBN 1-56670-389-1 (alk. paper)
1. Environmental economics--Simulation methods. 2. Sustainable

development--Simulation methods 3. Human ecology--Simulation methods. 4. Decision 
making--Simulation methods. I. Costanza, Robert.  II. Ecological economics series
(International Society for Ecological Economics)
HC79.E5 1516 2000
333.7’01’1—dc21    00-046347

  CIP

 

L1389-discl.  Page 1  Thursday, November 16, 2000  5:06 PM



Preface

Sustainability depends on understanding the way humans and their institu-
tions interact with ecological systems. Consequently, to understand sustain-
ability, we have to study human and natural systems together. However,
scientists in the various natural and social sciences rarely, if ever, address the
relevant issues together, largely because they lack a common analytic frame-
work and language.

This book represents an attempt by scholars in diverse disciplines to
cross boundaries and create a common framework that will encourage pro-
ductive dialogue and synthesis across a broad range of disciplines and
approaches. Creating this framework for linking human institutions and
ecosystems is, we think, a prerequisite for further progress. Here we develop
multiscale conceptual and mathematical models, including a range of ecosys-
tem and human system characteristics, aimed at testing our hypothesis and
providing guidance for designing sustainable human systems within sus-
tainable ecosystems.

Section I describes our general framework (Chapter 1), some of its impli-
cations, and general principles for translating the framework to dynamic
models. The framework is operationalized in dynamic models (Chapter 2).
We think the major uses of the framework include:

1. Providing a common language acceptable across disciplines for devel-
oping theories and models

2. Guiding the construction of models of linked ecological and human
systems

3. Organizing, synthesizing, and interpreting empirical data
4. Linking empirical data to policy processes

In Section II, we explore dynamic simulation models of diverse systems
that use the framework to analyze the impact of variation in ecological (e.g.,
uncertainty, ecological isolation) and human (e.g., harvest rules) parameters.
First, the most general version of a dynamic, linked, ecological economic
model is developed (Chapter 3) and used to describe some basic behavior of
these systems. Chapter 3 compares several harvest rules in the face of
ecological uncertainties, spatial variation in harvest limits, and variation in

L1389_FM  11/16/00  4:50 PM  Page v



the movement of resource stocks across human boundaries. Even though this
model is quite simple, it exhibits many complex behaviors and subtle thresh-
olds that highlight the complexity and difficulty of real-world resource use
issues. Chapter 4 develops a more complex version of the model. This model
tests harvesting rules in the context of spatial and temporal scale mismatches
between the ecological system and human institutions. For example, what if,
in an ocean fishery, the fish are not a large, panmictic population, but a struc-
tured metapopulation, and human rule-makers do not recognize the popula-
tion structure? Chapter 5 examines a hypothetical irrigation system. It first
looks at a benefit-cost analysis that would be undertaken by project design-
ers in deciding whether to build an irrigation system. Then it examines the
operation of such a system when farmers may not take the hypothetical
actions posited by the planners. Chapter 6 sets these models in context, link-
ing them to formal analytic processes and real-world problems.

Section III presents a series of studies that use models to help elucidate
how resource users and policy makers view an ecological or institutional
milieu, and how dynamic models can be applied empirically. Chapter 7 for-
malizes the mental models that lobster buyers and sellers use in their trans-
actions, and explores how markets influence resource regulations. Chapters
8 and 9 show how dynamic models can be used as conflict-resolution devices.
By making assumptions explicit (e.g., about relationships among variables),
getting actors to agree on the variable values and relationships, and running
the model, even management problems as complex as the Patuxent River
watershed can be analyzed—and once initial conditions and relationships
are agreed upon, parties in conflict are likely to acknowledge the utility of
model outcomes.

In Section IV, we think about future directions and problems that might
profit from the approaches we put forth here. How can we use these models
to enhance and inform our decision making? As we face a new millennium,
with over 6 billion people on the planet, efficient technologies and well-
developed markets, the lure of short-term maximization—to take the money
and run—is strong. Understanding fully the important ecological and social
relationships, their interactions and temporal and spatial complexities, will
require not only new techniques, but also new attitudes. Our experience sug-
gests that perhaps these new techniques of linked models may help foster
new attitudes.
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chapter one

Ecosystems and human
systems: a framework for
exploring the linkages
Robert Costanza, Bobbi S. Low, Elinor Ostrom, and James A. Wilson

Contents

1.1 Frameworks, theories, and models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4
1.2 Sustainability  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5
1.3 Hierarchy and scale problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7
1.4 Uncertainty, limited information, and misplaced certainty  . . . . . . . . . .9
1.5 Conflicts of interest  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .10
1.6 Sustainable ecosystems and human systems  . . . . . . . . . . . . . . . . . . . . .11
1.7 Human-ecosystem relationships: a framework  . . . . . . . . . . . . . . . . . . .13

1.7.1 Stocks  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .14
1.7.2 Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .16
1.7.3 Controls  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .17
1.7.4 Attributes  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .18
1.7.5 Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .19

1.8 Complex systems and dynamic models  . . . . . . . . . . . . . . . . . . . . . . . . .20

We humans have always had an impact on our environment. While in past
times we created real environmental problems, including the elimination of
numerous species, rarely have we been in as much danger as we are now, in
contemporary times, of extinguishing ourselves as well as everything else on
earth. When our population densities were much lower and our technologies
less powerful, the stakes were not so high. Erroneous judgments based 

31-56670-389-1/01/$0.00+$.50
© 2001 by CRC Press LLC

L1389_Ch01I  11/16/00  4:51 PM  Page 3



4 Institutions, ecosystems, and sustainability

on incomplete or faulty analysis produced bad outcomes, but not global
disasters.

Once, we could muddle through and live with the consequences of our
erroneous judgments. Today, there are more actors in the world—more diver-
gent interests, more interactions, and an accelerating pace of change.
Fortunately, there has been growth in our analytic and computational tools.
Only 20 years ago, it took a room full of computational machines to model the
U.S. economy—a problem that today takes a few seconds on an inexpensive
laptop. We have made great strides in reducing complex real-world problems
to models that, while simpler than the real world, retain crucial aspects of the
problems under analysis, and can be used for analysis and experimentation.
We now can take into account a very large number of variables; we can model
complex, non-linear interactions in a way that was impossible just a few
years ago. In addition, we can also develop and use models of the complex
interactions between ecological and human systems. In many cases, we can
model our way to solutions rather than just muddle through.

While models of complex ecological and human systems are essential
tools that can help resource users, public officials, and stakeholder groups to
develop more effective environmental understandings and policies, models
themselves must be understood for what they are. Models are always a sim-
plification of a complex world. Further, models can only be as precise as the
data that are used to calibrate them—and a surprising proportion of models
are not calibrated. Thus, it is essential for scientists and stakeholders to view
models as useful tools but not as infallible guides to future action somehow
representing Truth.

We are proposing something quite radical: connecting ecosystems mod-
els (a relatively well-developed field within ecology) with models of human
systems (a less well-developed field). These two fields traditionally approach
analysis in significantly different ways; they have different languages and
different foci. Few scholars in either area have communicated actively with
scholars in the other; however, it is this combination of disciplines that is
necessary to fully analyze today’s environmental problems. Studying the
relevant ecological aspects of the world, relevant cultural phenomena, and
the relationships among rule systems and among particular rules requires
multiple disciplines, multiple disciplinary languages, and multiple levels of
analysis.

1.1 Frameworks, theories, and models
To study the human decision making that affects ecological processes
requires theoretical work undertaken at three levels of specificity: (1) frame-
works, (2) theories, and (3) models. These levels are often confused with one
another but recognizing their distinctness is important because analyses con-
ducted at each level provide different degrees of specificity related to a par-
ticular set of problems.
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Chapter one: A framework for exploring the linkages 5

The development and use of a general framework helps to identify the
elements and the relationships among these elements that one needs to con-
sider in both institutional and ecological analyses. Frameworks attempt to
identify the universal elements of any theory (the essential elements to
include in an analysis). They provide a metatheoretic language for compar-
ing theories, something particularly important when we attempt interdisci-
plinary work. Frameworks organize diagnostic and prescriptive inquiry, and
provide the most general list of variables that should be used in analysis. The
elements contained in a framework help the analyst identify the central ques-
tions that need to be addressed.

Theories enable the analyst to specify which elements of the framework
are particularly relevant for certain kinds of questions, and to make general
working assumptions about these elements. Thus, within a framework the-
ories make specific assumptions that are necessary for an analyst to diagnose
a phenomenon, explain its processes, and predict outcomes. Typically, sev-
eral theories are compatible with any one framework; it can be difficult to
determine true alternatives. Economic theory, game theory, transaction cost
theory, social choice theory, covenantal theory, and theories of public goods
and common-pool resources are all compatible with the framework dis-
cussed in this book.

Developing and using models requires explicit and precise assumptions
about a limited set of parameters and variables. Logic, mathematics, game
theory, experimentation, simulation, and other means are used to explore
systematically the consequences of these assumptions on a limited set of out-
comes. Most theories are compatible with multiple models. For example,
when Weissing and Ostrom (1991, 1993) sought to understand the strategic
structure of the games that irrigators play in differently organized irrigation
systems—how successful farmer organizations arranged for monitoring and
sanctioning activities—they developed four families of models within a sin-
gle theoretical structure to explore the likely consequences of different insti-
tutional and physical structures.

1.2 Sustainability
Sustainability broadly refers to the persistence of the integrity and structure
of any system over time; the concept is thus of central interest to both ecolo-
gists and policy analysts who study resource use. There is considerable
debate about how to define sustainability, sustainable development, and
related concepts (cf. Pezzey, 1989; World Commission on Environment and
Development, 1987; Costanza, 1991; Pearce and Atkinson, 1993).

Critics argue that the concept of sustainability is useless because it can-
not be adequately defined. Much of this discussion is misdirected because
critics (1) fail to take into account the range of time and space scales over
which the concept must apply; and (2) fail to realize that the real problems are
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6 Institutions, ecosystems, and sustainability

related to prediction rather than definition. Costanza and Patten (1995) sug-
gest a relatively robust definition that will serve most uses:

A sustainable system is a renewable system that sur-
vives for some specified (non-infinite) time.

Biologically, this means the resource avoids extinction. Economically, it
means human resource users avoid major disruptions and collapses, and can
hedge against instabilities and discontinuities. Sustainability, at its base,
always concerns time, and, in particular, longevity. The difficulty with this
definition is that, like some definitions of “fitness” in evolutionary biology
(Dawkins, 1982, Chapter 5), determinations of relative success sometimes can
only be made after the fact. An organism alive right now is (informally) “fit”
to the extent that its progeny survive and contribute to future generations,
but calculating fitness must wait until tomorrow when relative survival and
reproduction are known. The assessment of relative sustainability must also
wait for the future, but we have a stake in biasing the outcome.

What often pass as definitions of sustainability are frequently just pre-
dictions that particular actions taken today will lead to sustainability. For
example, keeping harvest rates of a resource system below rates of natural
renewal should, one can argue, lead to a sustainable extraction system—but
that is a prediction, not a definition. Prediction is, in fact, the foundation of
maximum sustainable yield (MSY) theory, which was for many years the
basis for managing exploited wildlife and fisheries populations (see Chapters
3 and 4). The sustainability of a system can only be known after sufficient
time has passed to observe whether the prediction held true. So much uncer-
tainty exists in estimating natural rates of renewal, and observing and regu-
lating harvest rates, that a simple prediction (i.e., MSY) is always highly
suspect, especially if it is erroneously thought of as a definition (Ludwig et
al., 1993). This will be a recurring theme in later chapters.

Rapid feedback and appropriate selection mechanisms can sometimes
compensate for lack of knowledge by decision makers. If over harvesting
immediately produces local and visible resource reduction, lower harvesting
likely follows as a matter of course. However, in the interactions between
ecosystems and human systems such processes are often slow, and feedback
may come too late.

Despite the well-documented difficulties of designing sustainable
resource systems, there are well-documented examples, past and present, of
natural resource systems that have proven effective and sustainable over
time (Gibson et al., 2000; Ostrom, 1990; Berkes, 1989; Bromley et al., 1992;
Lam, 1998). Many of these have evolved over long periods of time as human
actors have learned more about how a local ecosystem reacts to various har-
vesting and investment strategies. These regulatory systems frequently
appear complex and nonsensical to external observers. Efforts to devise sim-
ple regulatory policies for large areas have often threatened the sustainability
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Chapter one: A framework for exploring the linkages 7

of both natural resources and previously effective governance systems
(Atran, 1993; McCay and Acheson, 1987; Wilson, 1990).

We hypothesize that the causes of many sustainability problems lie in
“scale” problems. Large-scale ecosystems are not simply small-scale systems
grown large, nor are micro-scale ecosystems mere microcosms of large-scale
systems. The driving forces and feedback mechanisms in large- and small-
scale systems operate at different levels and exhibit distinct patterns. This
means that management systems that produce acceptable outcomes when
applied to ecosystems at one level can (and frequently do) produce disrup-
tive or destructive results when applied to higher level or lower level sys-
tems. Management practices that do well in handling traditional resource
uses at the local level, for example, cannot be expected to do equally well in
handling activities organized at a continental or global scale. Even more
important, when local systems are fully superseded by national or interna-
tional management practices, local ecosystems frequently suffer (Finlayson
and McCay, 1998; Arnold, 1998). The solution, then, is to match ecosystems
and governance systems in order to maximize the compatibility between
these two types of systems.

1.3 Hierarchy and scale problems
In modeling complex systems, scale and hierarchy are central issues (O’Neill
et al., 1989). In some sense, the natural world (including humans) contains a
convenient hierarchy of scales based on interaction-minimizing bound-
aries: scales ranging from atoms to molecules to cells to organs to organisms
to populations to communities to ecosystems (including economic and
human-dominated ecosystems) to bioregions to the global system and
beyond (e.g., Allan and Starr, 1982; O’Neill et al., 1986). “Scale” in this context
refers to both the resolution (spatial, temporal, or degree of complication)
and extent (in time, space, and number of components modeled) of the
analysis.

Multi-scale phenomena are particularly prevalent in many natural
resource systems and many human institutions. We argue that analytic fail-
ure to recognize this fact has led to persistent problems. In both ecology and
economics, primary information and measurements are generally collected
on relatively small scales (e.g., small plots in ecology, individuals or single
firms in economics); oftentimes, that information is subsequently used to
build models at radically different scales (e.g., regional, national, or global).
If we are correct that large systems are not “small systems grown large,” this
process is directly tied to the problem of aggregation (the process of adding
or otherwise combining components). In complex, non-linear, discontinuous
systems—like ecological and economic systems—aggregation is a far-from-
trivial problem (O’Neill and Rust, 1979; Rastetter et al., 1992). For example, in
applied economics, basic data sets are often derived from national accounts,
which contain data that are linearly aggregated over individuals, companies,
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or organizations. Sonnenschein (1974) and Debreu (1974) showed that, unless
one makes very strong and unrealistic assumptions about the individual
units, the aggregate (large scale) relations between variables have no resem-
blance to the corresponding relations on the smaller scale. Serious work to
develop multi-scale models of either ecosystems or human institutional sys-
tems has only begun very recently.

If ecosystems actually functioned as a seamless web with no practical
subdivisions, understanding and managing such systems would require a
massive, centralized modeling, measurement, and monitoring effort. Any
missing piece or assumption could render the model useless. On the other
hand, if ecosystems can be partitioned into relatively separable parts that are
largely understandable on their own, measurement and monitoring require-
ments might still be great, but the ability to partition the problem would
make understanding and managing the overall system much more tractable.
More importantly, the need to pass large amounts of information along to a
centralized management structure could be reduced greatly with little loss of
understanding or management capability. Finally, the variety and appropri-
ateness of regulatory responses could be increased if each subunit responded
independently to local disturbances; this would enhance the overall respon-
siveness of the system (Ashby, 1960).

Fortunately, most ecosystems do appear to function as partitionable
systems. For example, Allen and his colleagues (1982) suggested that for all
practical purposes ecosystems function as connected subsystems. Each sub-
system existing in a certain place for a certain time of the year (e.g., a nursery
ground) can be treated as a separate entity during that period. When this is
the case, the scientific and practical understanding of the system can be
divided into tractable smaller problems. Just as important, the day-to-day
management of a large number of ecosystem functions can be assigned to
local management units with no need to pass information about the condi-
tion or state of a particular subsystem on to more central and removed man-
agement authorities. However, if there are no human institutions at a small
level, it is impossible to effectively utilize information about diversity and
local variation.

Nevertheless, most subsystems, both human and non-human, cannot be
managed with complete independence; they are connected to the rest of the
system. Events within a subsystem can be treated as independent up to a
point, but such independence is constrained by the fact that the larger system
relies on contributions of the various subsystems, and the subsystem relies on
contributions from other subunits. Events within a subsystem can affect the
rest of the system through phenomena such as migration, runoff dispersal,
temperature changes, and so on. If there are no human institutions at the
level of these larger systems, it is impossible to regulate these and other trans-
boundary phenomena.

The Everglades of South Florida provide an interesting example of 
how partitioning our analyses and recognizing multi-level phenomena 
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1A leasing system of this sort would effectively alter the costs of production of wet and dry crops,
favoring wet crops. This same change in relative costs would also encourage experimentation
with new and/or untried wet crops and, if supported by appropriate plant breeding programs,
would provide the incentives for the gradual transformation of agriculture in the area.

could improve our analytic ability. The agricultural areas south of Lake
Okeechobee have been suggested as possible sites for combined wet agricul-
ture (using wet adapted strains of sugar cane and other crops) and water stor-
age (which tends to reduce or stop the subsidence of soils and diminish the
phosphorus load of waters entering the sawgrass regime). Management of
this “subsystem” might proceed almost independently of the rest of the
ecosystem so long as it operated under the constraint of having to release
water to lower parts of the system in appropriate seasonal flows. A market-
like arrangement, in which water managers used variable monthly water
storage lease prices, could work effectively to signal times when water was
required in the lower part of the system. That is, it could integrate the func-
tioning of the agricultural areas with the rest of the ecosystem.1 Managers
working with system-wide hydrology would need to know only how much
water was being held. They could alter that amount by varying the prices
they were willing to pay to lease storage. Individual field management
would remain with individual farmers—those most knowledgeable about
the relevant circumstances at that scale. The Maine lobster fisheries (Chapters
3, 4) are another clear example of how recognizing multiple scales of interac-
tion can solve a mismatch of rules and ecological realities.

1.4 Uncertainty, limited information, and misplaced
certainty

To understand the scope of any problem, we must determine what we do,
and do not, truly know. We must differentiate between risk (an event with a
known probability, sometimes referred to as statistical uncertainty) and true
uncertainty (an event with an unknown probability, sometimes referred to as
indeterminacy). Many important environmental problems suffer from true
uncertainty, not merely risk. The scientific method treats uncertainty as a
given, a characteristic of all information that must be honestly acknowledged
and communicated. Over the years, scientists have developed increasingly
sophisticated methods to measure and communicate uncertainty arising
from various causes. In general, the progress of science tends to uncover
uncertainty more often than it reveals absolute results. However, the lay pub-
lic tends to mistakenly interpret “scientific” results as absolutely precise.
Policy makers would also like to assume that scientific knowledge can elim-
inate uncertainty, but the scientific method can only set boundaries on the
limits of our knowledge. Ecological analyses can tell us the range of uncer-
tainty about global warming, the potential impacts of toxic chemicals, or the
possible range of fish population dynamics, and maybe something about the
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10 Institutions, ecosystems, and sustainability

relative probabilities of different outcomes. In most important cases, how-
ever, such analyses cannot tell us which of the possible outcomes will occur
with any degree of accuracy.

Environmental managers and policy makers, on the other hand, would
prefer confident answers from ecologists, for clear and cogent reasons. The
goal of policy is making unambiguous, defensible decisions, often codified in
the form of laws and regulations. Legislative language is often open to inter-
pretation, and regulations are easier to write and enforce if they are stated in
clear and absolutely “certain” terms.

Policy-makers of most contemporary environmental regulations, partic-
ularly in the United States, demand certainty. When scientists are pressured
to supply this nonexistent commodity, the result is frustration, poor commu-
nication, and mixed messages in the media. Uncertainty exists, but its exis-
tence means that environmental issues can be manipulated by political and
economic interest groups. Uncertainty about global warming is perhaps the
most visible current example of this effect. If we hope to use scientific analy-
ses to make policy, we need to deal with the whole array of possible futures
and all their implications, and not delude ourselves that certainty is possible.
We need to stress the importance of developing institutions that tend to gen-
erate accurate information about ecosystem structure and use so that the
edge of uncertainty is slowly pushed back over time.

1.5 Conflicts of interest
Conflict over resources is universal among living organisms; in a finite
world, resources are a zero-sum game. Genetic conflicts of interest exist
among all living organisms: individuals strive to increase their own inclusive
fitness (Hamilton, 1964; Grafen, 1991: 9–13) at the expense of non-related
individuals in a finite world. Cooperation, in both human and non-human
systems, is likely under specific conditions: the number of actors is smaller
rather than larger, interactions are repeated, and actors are able to detect
cheating and punish offenders. Both the ecological and the social science lit-
erature are converging on such findings (e.g., Ostrom, 1990; Ostrom et al.,
1999; Keohane and Ostrom, 1995; Alexander, 1987; Low, 2000; Dugatkin,
1997).

For simplicity, management initiatives may assume a unified bureau-
cratic actor and a unified community of resource users—but conflicts are
common among and within units at every scale. At the smallest unit of analy-
sis, even within households, men and women may have different, and occa-
sionally conflicting rather than complementary, resource use systems (Low,
1994; Carney and Watts, 1990). For example, men who invest their wealth in
livestock may come into conflict with women concerned with cultivation of
the same land. At higher scales, stratification of communities on the basis of
religion, occupation, wealth and class, ethnicity, and longevity of residence
can result in conflicting rather than complementary resource use (Cernea,
1985; Nhira, 1994; Briscoe, 1979; Brown, 1995).

L1389_Ch01I  11/16/00  4:51 PM  Page 10



Chapter one: A framework for exploring the linkages 11

At even higher scales, consider conflicts among different communities
trying to use the same resource: conflicts over water use in arid zones or over
fishing in both coastal waters and the high seas (Berkes and Folke, 1998). 
For decades, scholars of bureaucracy have documented fragmentation,
parochialism, and conflict, both within and among units of bureaucracies in
societies of all types. Different units of a government’s bureaucracy may
work smoothly enough with their own interest group clients—say, the U.S.
Forest Service with the timber industry and the U.S. Park Service with envi-
ronmentalists—but will have conflicts over how best (and how much) to use
a resource. These within- and among-unit conflicts parallel the ecological
examples above. The obvious implications for successful analysis are that 
(1) resource management systems must be examined at different scales, and
(2) the activities, interests, and outcomes for different categories of actors in
units at the same scale must be differentiated.

1.6 Sustainable ecosystems and human systems
Underlying causes for the mismanagement of natural resources tend to be
associated first with missing or failed institutions, and second, with scale
mismatches among institutions:

1. Missing Institutions: human institutions do not exist at the appropriate
scale or have not established effective controls of ecosystem stocks
and flows. This typically results in open access systems and resource
degradation.

2. Scale Mismatches: potentially effective institutions exist at the appro-
priate scales, but the following must be considered:

A. Missing Connections: decision making linkages between scales are
ineffective

B. Incorrect Scale of Information: decisions are based on information
aggregated at the wrong scale, even though information may exist
at the appropriate scale.

Problems of missing or mismatched institutions can arise because human
systems of rules and mechanisms for coordination and control are rooted in
history and reflect past and present struggles over the distribution of wealth.
This path-dependency means that property rights have been divided and
partitioned in ways that may not correspond to the scale and structure of
ecosystems.

Consider migratory species of fish in the ocean; they typically travel from
the jurisdiction of one national state to another. Systematic use of these stocks
requires cooperation and contracting between sovereign states, which is
often problematic because mechanisms for credible commitments and
effective enforcement are lacking. For instance, if the fishers in state A know
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2Particularly complex situations may arise when local users of a resource are asked by outsiders
to bear all the cost of reducing the rate of utilization: consider the Spotted Owl debate.
Sometimes, outsiders may be willing to share in the cost of reduced utilization, but transaction
costs and problems with jurisdictions prevent contracting between insiders and outsiders.
Finally, the outsiders may be ready to use force (trade sanctions or even violence) to change the
users’ behavior.

that particular fish stocks are about to leave their fisheries zone for the juris-
diction of state B, the fishers (and their government) have a strong incentive
to decimate the stocks before they migrate. When valuable fish are found in
waters outside all national fisheries zones, contracting for the rational use of
these stocks is clearly problematic. Even when current users succeed in con-
straining their own behavior, the agreement can act as an incentive for out-
siders to enter these waters. Within national states, property rights are
partitioned between internal political jurisdictions (for instance, between
central and regional authorities), which can create difficulties comparable to
those found in international relations. However, states usually have better
means than the international community to solve their internal conflicts.

All these problems share a common feature. Because control does not
match the scale and structure of the ecosystem, the actors who consider their
individual costs and benefits fail to consider the full costs and benefits of
their actions, including those costs and benefits that fall on others. The rem-
edy involves structural changes to reduce these external effects, but political
considerations may be intractable.

Poor design of institutions and incentives can also promote resource
depletion. A polity may have full jurisdiction over a particular ecosystem and
still introduce a system of rules, coordination, and enforcement that fails to
sustain ecosystems. Recently created biosphere reserves in many countries of
the world assign full control over all resources in the reserve to a national
government, but find that resource deterioration continues. This situation is
a variant of the missing institutions definition above. There are various rea-
sons for this failure:

1. Polity leaders and members may perceive the costs of establishing
and enforcing an effective system of property rights as greater than
the benefits (Eggertsson, 1990). In other words, the expected opportu-
nity cost is greater than the community is willing to bear. Only events
that change the costs or benefits of establishing and operating an
effective system will lead to changes in behavior.

2. The political system for aggregating preferences or for collective
action may produce outcomes that are not consistent with the indi-
vidual preferences of the actors involved (e.g., systems of representa-
tion, voting issues; Arrow, 1951).

3. Independent of costly measurement and enforcement or perverse
political outcomes, actors may simply not desire to bear the opportu-
nity cost of sustaining a particular ecosystem. Changes in behavior
will require a new perception of costs and benefits.2
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3Even without such communication problems, achieving agreement on the meaning of empiri-
cal tests of theories is difficult, because data collected in field settings do not necessarily include
measures of all relevant variables (particularly those variables that are considered external to the
system, and are frequently stochastic and unmeasured). Thus, field studies of ecosystems may
of necessity ignore important economic, social, and political variables; and studies of human sys-
tems frequently ignore important ecological variables.

Mismatched systems can go awry in at least two ways. First, current gover-
nance or management systems may be unconnected to other parts of the
human system at larger or smaller scales (2A above). How do we solve a real-
world problem by constructing a model? Second, decision makers may rely
on ecological information aggregated at too small or too large a scale (2B
above). For example, in the cod fisheries of eastern Canada, local fishermen
reported a decline in the size of the fish that they were capturing, reflecting
lowered recruitment (Finlayson and McCay, 1998). However, catch data con-
sidered by governmental officials concerned tonnage, not size, and were
aggregated to include both off-shore and in-shore information. The local
information was swamped by the aggregation process, and the fisheries
decline became serious before any management agency realized what was
happening (see also Chapter 4).

Knowledge about the nature and structure of systems can be critically
important. In the 1960s and 1970s, textbooks in economics frequently claimed
that centrally managed societies would be more likely to protect the environ-
ment than decentralized market economies because the central managers
would internalize all relevant costs and benefits (e.g., Ophuls, 1973;
Heilbruner, 1974). Similarly, central control was posited as the solution to
commons problems (Hardin, 1968). As we have gained knowledge, we can
see that these assertions are not necessarily true (e.g., Ostrom, 1990; Ostrom
et al., 1994). Equally naive assertions that local resource control is always best
have similarly proved unfounded; how well local control works depends on
the perceived costs and benefits of local actors, their dependence on the sys-
tem over the long term, their nesting in a larger system, and the presence of
adequate conflict-resolution mechanisms (Ostrom, 2000).

1.7 Human–ecosystem relationships: a framework
Ecologists and social scientists use different languages, frameworks, theories,
and models. It is no wonder they have difficulty understanding each other’s
worlds and how those worlds interact.3 To help us understand and model the
relationships between ecosystems and human systems, we need a common
language and an adequate conceptual framework within which to work. The
lack of this framework has hindered communication between the relevant
disciplines and has limited progress on sharing data, concepts, models, and
results.

Developing a lexicon of key terms is an essential part of our task because
many important concepts used in the relevant disciplines are not known and
understood in other disciplines. If there is to be a serious joint effort by
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Figure 1.1 A framework for analyzing human and ecosystem interactions. Note
the parallel entities and processes in both ecological and human systems.

scholars from diverse disciplines that goes beyond working on different parts
of a large project; those participating must begin using concepts and terms in
a similar way.

Here we begin development of a common framework, and suggest how
it can be used. Figure 1.1 represents the parallels between human and eco-
logical systems, and the nature of their interactions. Both ecological and
social systems have “stocks,” “flows” among those stocks, and “controls” of
those flows. The stocks, flows, and their interactions have similar attributes
in both systems, even though particulars differ. In an ecosystem, the biomass
of fish, for example, comprises one stock. Stock can flow from a fish popula-
tion into a fisheries catch; this flow can be predictable or unpredictable.

The human systems and ecosystems interact, and all such interactions
also have flows, controls, and attributes (Figure 1.1). By structuring the
human and ecological systems and their interactions in parallel forms, we
hope to facilitate comparisons at multiple levels.

1.7.1 Stocks

By stocks we refer to elements in the system that can potentially accumulate
or decline. Here we include both capital and actors.

Human-made capital (assets) constitute the material and non-material
resources actors use to pursue activities. Many scholars differentiate among
three types of human-made capital: physical, human, and social. Although
money is sometimes thought of as a form of capital, it is really just a means
of exchange and a way to store value. Consequently, it can be used to pur-
chase any of the kinds of capital we discuss here. Physical capital comprises
the factories, buildings, tools, and other physical artifacts usually associated
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with the term “capital.” This form of capital is inactive unless people activate
it. Human capital is the stock of education, skills, culture, and knowledge
stored in individual human beings. A third sort of human-made capital that
has been discussed and analyzed more recently is social capital (Coleman,
1988), the commonly shared and understood relationships that can enhance
mutually beneficial outcomes of a process. Social capital involves regularized
patterns of linking actors in patterned sets of relationships and must be
shared among individuals rather than possessed by a single individual.
Social capital is not captured by the traditional factors. Families, clans, firms,
and governments are all examples of social capital. Each type of organiza-
tional structure has distinctive patterns of stratification, dominance, capabil-
ities, and limits. Any particular organizational structure will be characterized
by the number of its members, its geographic and temporal extent, its history,
the assets it controls, its information generating and processing capability, its
production technology, and so forth.

Because capital is traditionally defined as something produced or manu-
factured that is also a means of production of other goods, the term “natural
capital” needs explanation. It is based on a functional definition of capital as
“a stock that yields a flow of valuable goods or services into the future.” What
is functionally important is that a stock yields a flow—whether the stock is
manufactured or natural is, in this view, a distinction between kinds of capi-
tal and not a defining characteristic of capital itself. Natural capital may also
provide services like recycling waste materials or water catchment and ero-
sion control, which are counted as natural income.

We differentiate two broad types of natural capital: renewable and non-
renewable. Renewable natural capital is active and uses solar energy to be
self-maintaining; it can be harvested to yield ecosystem goods like wood.
When left in place, renewable natural capital yields a flow of ecosystem
services like erosion control and recreation (Costanza et al., 1997). Non-
renewable natural capital (e.g., fossil fuel and mineral deposits) generally
yields no services until extracted. Further, non-renewable natural capital like
fossil fuel exists in hidden deposits of unknown size—which can create per-
verse economic incentives (Low and Heinen, 1993).4 Renewable natural cap-
ital is analogous to machines and is subject to entropic depreciation;
nonrenewable natural capital is analogous to inventories and is subject to liq-
uidation (El Serafy, 1989). Thus we have three types of human-made capital
(physical, human, and social) in addition to the natural capital discussed

4When harvesting or extraction gives rapid feedback (e.g., over harvesting of a local fish), har-
vest adjustments are likely; this is typically the case for renewable resources. In contrast, when
the extent of the resource is unknown (more common among non-renewable resources), the
rational strategy is to take what is possible. Thus, Pleistocene water resources, oil and gas
reserves, and open-ocean whaling are difficult to manage over the long term with conservation
as the basis for management. For example, Clark (1976) noted that the economically rational
management of whales was to harvest them all and bank the money, for money grows faster than
whales.
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5These actors are also a stock, parallel to organisms in ecosystems—but they can affect other
parts of systems in special ways. The expectations and values that actors associate with activi-
ties affect their actions and outcomes. Individuals hold perceptions (information, beliefs, and
models) about causal processes and about the state of particular variables. Individuals’ models
differ in their degree of completeness, accuracy, fineness, and complexity, and in how much
information is retained and integrated in memory.
6Since the flow of services from an ecosystem requires that the whole system be functional, the
structure and heterogeneity of the system are important attributes of natural capital (Figure 1.1;
also see Costanza et al., 1997).

above. Natural, human, and manufactured capital correspond roughly to the
traditional economic factors of production of land, labor, and capital.5

In addition to these forms of capital, the stocks shown in Figure 1.1
include organisms and species. In human systems, individuals (and aggre-
gations of individuals) are the human actors, individuals who, like natural
capital, comprise a stock. Individual organisms are actors in ecological
systems; they interact not only with conspecifics (as in human political and
social interactions) but also with individuals of other species (e.g., in preda-
tor-prey and competitive interactions). As a result, species persist, increase or
decrease over time, and shift in geographical distribution. Humans are more
complicated: they make choices among actions leading to different outcomes,
and can have great impact on non-human portions of the system.

1.7.2 Flows

Flows (Figure 1.1) are the transactions or exchanges of material assets or
information from one stock to another in all human systems and ecosystems.
External inputs and outputs of energy are universal in ecosystems. Internal
transfers of energy, and flows of matter, vary in scale and speed across
ecosystems. Failure to recognize these rate differences is, as we note above,
one source of problems of “scale mismatch.” For example, a stock or popula-
tion of trees or fish provides a flow or annual yield of new trees or fish, a flow
that can be sustainable year after year. The sustainable flow is natural
income; the stock that yields the sustainable flow is natural capital.6 In addi-
tion, stocks such as fish may move among ecosystems (measured as the nat-
ural transfer rate in the models of Section II).

Humans value particular ecological flows for consumption (e.g., volume
or biomass of particular species of fish, or of lumber from specified tree
species), giving rise to human-ecosystem interactions (see “Interaction
Characteristics” in Figure 1.1). For example, these flows can be harvested
through the removal of natural material from the ecosystem. Other outputs
arising from the interactions of the human and ecological systems include 
(1) pollution, or the return of waste products from transformations of mater-
ial and energy to the ecosystem; (2) enhancement, or investment in mainte-
nance or restoration of resource quality and resource productivity; and 
(3) non-consumptive uses such as certain kinds of recreation (see Costanza 
et al., 1997).
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1.7.3 Controls

All systems involve controls (Figure 1.1). In ecosystems, physical and behav-
ioral laws control many processes (e.g., temperature controls the speed at
which many reactions can occur). Natural selection, the rules governing the
survival and reproduction of all living things, interacts with physical laws to
constrain the life histories and behavior of living components of ecosystems.
For example, in consistently cold regions of the Arctic, we know that the sur-
vival and reproduction of fish species has been shaped over time by consis-
tently cold conditions, exemplifying the differential success of cold-tolerant
species versus other individuals. Ecological relationships (e.g., competition,
predator-prey, mutualism) result from the interaction of physical laws and
natural selection, and further constrain the type and complexity of interac-
tions that can occur in ecosystems.

In human systems, controls include physical and behavioral laws, selec-
tion mechanisms, and rules in use. Behavioral laws include determinant or
probabilistic responses to stimulus—”knee-jerk” responses, limits on human
attention and cognition, and psychological responses to “charismatic” traits.
Human selection mechanisms choose some individuals or organizations
from an available population to be rewarded or punished, and thus increase
or decrease their likelihood of persistence. Examples include entrance exam-
inations for college, job requirements, and profitability in economic systems.
Rules in-use are enforceable constraints on actions and outcomes placed by
humans on themselves and others. These rules exist at multiple levels, and
always in the context of the community in which they are jointly understood
and enforced. Rules define the actions that individuals may, must, or must
not take (our definition here is not equivalent to formal laws, which are for-
mulations made by legislatures, executives and administrative agencies, and
courts) (Crawford and Ostrom, 1995). When we refer to a human system as
one governed by the rule of law, we usually mean that there is a close corre-
spondence between rules-in-form (de jure) and rules-in-use (de facto).7 The fol-
lowing (taken from Chapter 2 of Ostrom et al., 1994) are seven key types of
rules that affect the structure of organizational arrangements:

1. Position rules specify a set of positions and how many participants are
to hold each position. Example: Farmers who constitute an irrigation
association designate positions such as member, water distributor,
guard, member of a tribunal (to adjudicate disputes over water allo-
cation), and other officers of the association.

2. Boundary rules specify how participants enter or leave these positions.
Example: An irrigation association has rules that specify how a farmer
becomes a member of the association and the qualifications that
individuals must have to be considered eligible to hold a position as
an officer of the association.

3. Authority rules specify which set of actions is assigned to which position
at each node of a decision tree. Example: If a farmer challenges the
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actions taken by another farmer or the water distributor, the rules of
an irrigation association specify what a water distributor or guard
may do next.

4. Aggregation rules specify the transformation function to be used at a par-
ticular node, to map actions into intermediate or final outcomes.
Example: When a decision is made at a meeting of an irrigation asso-
ciation about changing association rules, the votes of each member pre-
sent and voting are weighted (frequently each vote is given equal
weight, but it may be weighted by the amount of land owned or other
factors) and added. When 50 percent plus one of those voting (presum-
ing a quorum) vote to alter legislation, the rules are altered. If less than
50 percent plus one vote for the change, the rules remain unchanged.

5. Scope rules specify the set of outcomes that may be affected, including
whether outcomes are intermediate or final. Example: Rules that spec-
ify that the water stored behind a reservoir may not be released for
irrigation if the level falls below the level required for navigation or
for generating power.

6. Information rules specify the information available to each position at a
decision node. Example: Rules that specify that the financial records
of an irrigation association must be available to the members at the
time of the annual meeting.

7. Payoff rules specify how benefits and costs are required, permitted, or
forbidden in relation to players, based on the full set of actions taken
and outcomes reached. Example: Rules that specify whether a farmer
may sell any of the water received from an irrigation system, what
crops may be grown, how guards are to be paid, and what labor oblig-
ations may be involved to keep the system maintained.

In the interactions between humans and ecosystems, two controls are of
central importance, transformation and transactions. Transformations are
physical changes of inputs into outputs; production and consumption repre-
sent two major transformations when humans interact with ecosystems.
Transactions are the transfers from one party to another in exchange rela-
tionships (rights to inputs, outputs, and assets). For example, when someone
harvests timber or produces paper, these are transformations; when they hire
workers or sell timber or paper, these are transactions.

1.7.4 Attributes

Attributes are the characteristics of stocks, flows, controls, and their relation-
ships (Figure 1.1). The number of attributes that potentially affect the capacity
of human actors to manage resources sustainably is very large. We concen-
trate here on a limited number of attributes to capture important variation in
functionally significant ways: heterogeneity, predictability, resilience, decom-
posability, extent in space and time, and productivity.
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Heterogeneity reflects variation in the attributes of entities. Hetero-
geneity is low when most human or ecosystem entities are similar in struc-
ture and value (homogeneous), and high when many entities differ in
structure and/or value. In human systems, individuals vary along important
continua, including age, wealth, skill, and strength. Such differences clearly
can affect demands on an ecosystem, conflict among individuals and groups,
and the challenge of crafting institutions and incentives to increase sustain-
ability. Predictability measures the degree to which any entity’s behavior can
be forecast as a measure of the degree to which it remains constant, or, if it
changes, the degree to which those changes can be predicted as a function of
some other variable or entity. (For example, are the fluctuations seasonally
cyclic?) Resilience measures the magnitude of disturbances that can be
absorbed before a system shifts from one locally stable equilibrium to
another (Holling, 1987). For example, if there is unsustainable harvesting of
a commercial fish species, “trash fish” may increase in numbers and replace
the commercial species. Resilience measures the resistance of systems to such
shifts. Decomposability measures the degree to which distinct components of
the system can be broken down into discrete, small, homogeneous aspects.
Most complex systems are organized into nearly decomposable (i.e., inde-
pendent) subsystems. Subsystems are typically connected to one another
through horizontal mechanisms at the same scale and, at the same time, con-
tained within nested, vertical hierarchies. Extent in space and time reflects
the size of the geographic region covered by stocks of ecological or human
systems or the length of time considered. The terms “patchiness” and “grain”
are used to reflect scale in terms of area; longevity reflects a temporal scale.
Productivity characterizes the amount of outflow obtainable from a particu-
lar combination of stocks, inflows, and controls.

1.7.5 Interactions

All of the above attributes can be measured in both human systems and
ecosystems. When human systems and ecosystems interact (Figure 1.1) an
additional set of attributes is important that characterizes the relationships
between human systems and ecosystems: excludability, observability, knowl-
edge, enforceability, divisibility, and sustainability. Excludability refers to the
capability and cost of keeping some individuals from benefiting from a sys-
tem. Observability is the capability of detecting and measuring human
actions and their consequences on ecosystems and human systems.
Knowledge represents the level of understanding of how the system is struc-
tured and the relevant values of key variables by those using a particular
resource system. The level of knowledge about a particular system may vary
from full certainty to considerable uncertainty. Enforceability reflects the fea-
sibility and cost of achieving conformance to rules. Divisibility refers to the
separability of a resource into units that can be used by different individuals.
This attribute is frequently referred to as subtractability of the flow of
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benefits or the rivalry for the benefits produced. Sustainability, defined above
because it is so central to all management issues, reflects the persistence of a
stock over time as it is used.

In any human-ecosystem interaction, the costs and benefits of these
attributes are centrally important. Consider fisheries: sustainability will vary
with the ecology of the particular fish species (e.g., as a function of repro-
ductive or recruitment rate). If harvesting and investment decision makers
have relatively complete and certain information about the structure of the
ecosystem, good information about the values of key variables, and long-
term interests tied to the resource, the likelihood of achieving long-term sus-
tainability is enhanced. If it is impossible or too costly to exclude outsiders,
free riders can destroy the system even if no other problems exist. If one can-
not observe fishers on the fishing grounds, or if they do not return to the same
harbor, it may be difficult to monitor the equipment they use or the amount
they catch and thus difficult to enforce catch rules. Any of these conditions
decreases the possibility of achieving sustainability.8

1.8 Complex systems and dynamic models
We are interested in studying complex, nested systems in which it is
extremely difficult for any actor to obtain appropriate knowledge about the
nature and structure of ecosystems and humans systems and thus, their
dynamic behavior over time. Here we have argued that one basic pitfall
involves a mismatch between the structure and attributes of ecosystems and
the structure and attributes of connected human systems. To explore these
mismatches, however, requires that ecologists and social scientists develop a
common language and framework for studying complex, hierarchical sys-
tems that involve considerable uncertainty. To this end, we propose a coher-
ent framework that can be used by both ecologists and social scientists when
modeling these kinds of coupled systems over time.

The modeling and empirical studies in the remainder of this book apply
our framework to some of the policy issues raised above—particularly the
effects of diverse human systems on the sustainability of complex ecosys-
tems. In Chapter 2, we discuss ways to make use of the framework as mod-
els able to incorporate empirical data. Section II presents a group of
simulation models based on the general framework. The models make dif-
ferent tradeoffs among the characteristics of generality, realism, and preci-
sion. In Section III, we explore ways to use such models in the real world in
teaching, hypothesis testing, and conflict resolution. Finally, in Section IV we
draw broad conclusions and suggest remaining questions and next steps.

8Fish catches are inherently divisible; but other ecosystem stocks, such as the stratosphere, are
not; this can create further problems.
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How can we use the framework of Chapter 1 to build models that help us
understand the complex relationships in ecological and human systems?
There are many approaches but here we use conceptual and quantitative
models to address the problems of scale and uncertainty in complex systems.
In Sections II and III, we construct multi-scale models of ecosystems and the
human systems that depend on them to inform us about regimes of sustain-
able resource management.

In environmental systems, nonlinearities and spatial and temporal lags
are common. Some traditional analytic approaches must disregard these or
treat them as anomalies. As a consequence, when interacting nonlinearities
exist, traditional approaches are limited in providing insights for important
management decisions. We need new modeling approaches to identify, col-
lect, and relate the information that is relevant for understanding those sys-
tems, to make consensus building an integral part of the modeling process,
and to guide management decisions (e.g., Costanza et al., 1993).

211-56670-389-1/01/$0.00+$.50
© 2001 by CRC Press LLC

L1389_CH02I  11/15/00  12:41 PM  Page 21



22 Institutions, ecosystems, and sustainability

Model building can clarify problems, highlight otherwise hidden
assumptions, and make effective choices among alternative actions possible.
We build mental models daily for virtually all our decisions by abstracting
from observations and relating relevant facts to each other. Language itself is
a form of mental modeling (Pinker, 1995). For many everyday decisions,
informal—even subconscious—mental models are sufficiently detailed and
accurate to be reliable. Our experiences with these models are passed on to
others through verbal and written accounts that frequently generate a com-
mon group understanding of the workings of any system.

To build mental models, we simplify our representations of systems in
highly specific ways. We base most of our mental modeling on qualitative
rather than quantitative relationships: we linearize the relationships among
system components; we disregard temporal and spatial lags; we treat sys-
tems as isolated from their surroundings; and we may limit our investiga-
tions to the system at equilibrium. When problems are complex, however,
and especially when quantitative relationships, nonlinearities, and time and
space lags are important, our mental models may need to be supplemented.

Statistical approaches based on historical or cross-sectional data are often
used to quantify system relationships. Advances in statistical methods have
significantly improved our ability to deal with multiple, co-varying relation-
ships, to test alternative models, and to test for causality (Granger, 1969,
1993). Nonetheless, a statistical modeling exercise can only provide insight
into the empirical relationships over a system’s history or at a point in time;
they are by definition data-driven. They are of limited use to explore a sys-
tem’s future development under alternative management schemes, for exam-
ple, because such alternatives may include decisions that have not been
chosen in the past so their effects are not captured by existing data.

2.1 Purposes of models
Models, like maps, have many possible purposes and uses. No one map or
model is right for the entire range of uses (Levins, 1966; Robinson, 1991).
Models and maps are crude—but in many cases absolutely essential—
abstract representations of complex territory, whose usefulness can best be
judged by their ability to help solve the problems faced. When we model eco-
logical and social systems, our purposes can range from developing simple
conceptual models in order to provide a general understanding of system
behavior, to detailed realistic applications aimed at evaluating specific policy
proposals. It is inappropriate to judge this whole range of models by the same
criteria.

Models can be tools used for building consensus in contentious and
highly uncertain environmental problems (Section III). Interested parties can
identify what they perceive to be the key variables, the direction and strength
of relationships among variables, and the important areas of uncertainty. A
model can take the best available information and generate a range of possi-
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1For example, the conceptual model of Folke et al. (1994) attempts to build consensus between
ecologists and economists by describing the “ecological Plimsoll line.” That line identifies the
range of uncertainty about the quantity and quality of natural and human capital that is possi-
ble and desirable as envisioned by the two groups. Similarly, the dynamic simulation model of
Hall and Hall (1993) generates a range of ways to manage the water resources of Flathead Lake,
Montana, based on the needs of utilities, landowners, sport fishers, and Native Americans. That
model includes the effects of uncertainty about the hydrology and ecology of the region and the
conflicting demands of the users to build a consensus about how to manage the water flow
through the region.

ble outcomes that are bound by uncertainty about the ecological and institu-
tional constraints identified by the actors.1 However, we repeat our caution
of the Preface: models are essential for policy evaluation, but they can be mis-
used. Robinson (1992) noted that there is “ . . . the tendency to use such mod-
els as a means of legitimizing rather than informing policy decisions. By
cloaking a policy decision in the ostensibly neutral aura of scientific forecast-
ing, policy-makers can deflect attention from the normative nature of that
decision.”

2.2 Classifying different types of models
Three criteria are used to classify and evaluate models (Holling, 1964; Levins,
1966; Costanza et al., 1993). Realism describes the degree to which model rep-
resentation of system behavior reflects observed behavior. Precision
describes the degree to which a model represents behavior in a quantitative,
exact, and repeatable way. Generality describes the degree to which a single
model can represent a broad range of systems. No single model can maxi-
mize all three of these goals, and the choice of which objectives to pursue
depends on the fundamental purposes of the model.

2.2.1 High-generality conceptual models

Conceptual models describe (usually qualitative) relationships between a
few important variables. They simplify relationships and/or reduce resolu-
tion, thereby gaining generality at the expense of realism and/or precision.
For example, the “ecological economy” model of Brown and Roughgarden
(1992) contains only three state variables (labor, capital, and “natural
resources”), and the relationships between these variables are highly ideal-
ized. But the purpose of the model was not high realism nor precision but
rather to address some basic, general questions about the limits of economic
systems in the context of their dependence on an ecological life-support base.

Simple linear and non-linear economic and ecological models tend to
have high generality but low realism and low precision (Clark and Munro,
1975; Brown and Swierzbinski, 1985; Lines, 1989, 1990; Kaitala and Pohjola,
1988). Other high-generality models include Holling’s “4-box” model
(Holling, 1987), Folke et al.’s (1994) three scenarios of the future, most
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2Some models strive to strike a balance between mechanistic small-scale models that trace small
fluctuations in a system and more general whole-system approaches that remove some of the
noise from the signal, but do not allow the modeler to trace the source of system changes.

conceptual macroeconomic models (Keynes, 1936; Lucas, 1975), economic
growth models (Solow, 1956), and “evolutionary games” approaches
(Dugatkin and Reeve, 1998).

2.2.2 High-precision analytical models

High precision (quantitative correspondence between data and model) may
require the sacrifice of realism and generality. One strategy here is to keep
resolution high but to simplify relationships and deal with short time
frames.2 Ecologists sometimes identify one or a few properties that charac-
terize the system as a whole (Wulff and Ulanowicz, 1989). For example,
Hannon and Joiris (1987) used an economic input-output model to examine
relationships between biotic and abiotic stocks in a marine ecosystem and
found that this method allowed them to show the direct and indirect con-
nection of any species to any other and to the external environment in this
system at high precision (but low generality and realism). Also using input-
output techniques, Duchin’s (1992) aim was to direct development of indus-
trial production systems to efficiently reduce and recycle waste in the manner
of ecological systems. Large econometric models (Klein, 1971) used for pre-
dicting short-run behavior of the economy belong to this class of models;
they are constructed to fit existing data as closely as possible (at the sacrifice
of generality and realism).

2.2.3 High-realism impact analysis models

High-realism models seek to represent accurately the underlying processes
in a specific system rather than precisely matching quantitative behavior or
being generally applicable. Dynamic, non-linear, evolutionary systems mod-
els at moderate to high resolution generally fall into this category. Coastal
physical-biological-chemical models (Wroblewski and Hofmann, 1989) used
to investigate nutrient fluxes contain large amounts of site-specific data but
fall into this category, as do micro models of behavior of particular business
activities. Another example is Costanza et al.’s (1990) model of coastal land-
scape dynamics that includes high spatial and temporal resolution and com-
plex, non-linear process dynamics. This model divided a coastal landscape
into 1 km2 cells, each of which contained a process-based, dynamic ecologi-
cal simulation model. Flows of water, sediments, nutrients, and biomass from
cell to cell across the landscape were linked with internal ecosystem dynam-
ics to simulate long-term successional processes and responses to various
human impacts in a very realistic way. But the model is very site-specific (low
generality), and of only moderate numerical precision.
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3Hofmann (1991) discusses this concern in the context of scaling coastal models to the global
scale. It is difficult to use aggregate models that integrate over many details of finer resolution
models because the aggregated models may not be able to represent biological processes on the
space and time scales necessary. Hofmann suggested that detailed models that were “coupled,”
in which the output of one model becomes the input for another, may be a more practical method
for scaling models to larger systems. The Patuxent Landscape Model, discussed in Chapter 9, is
such a model.

2.2.4 Moderate-generality and moderate-precision indicator models

In many systems models, the desired outcome is accurate determination of
the magnitude and direction of change; these models trade off realism for
some moderate amount of generality and precision. Some econometric mod-
els fall into this category; for example, Cleveland (1991) developed a model
that describes the factors determining the long-run cost of oil production. The
results are reasonably precise and the specification of the model describes a
general relationship between resource depletion and technical change that
can be applied to other resources. Other examples include aggregate mea-
sures of system performance such as standard GNP, environmentally
adjusted net national product (or “green NNP”) that includes environmental
costs (Mäler, 1991), and indicators of ecosystem health (Costanza et al., 1992).
The microcosm systems employed by Taub (1989) allow some standardiza-
tion for testing ecosystem responses and developing ecosystem performance
indices. Taub (1987) notes, however, that many existing indicators of change
in ecosystems are based on implicit ecological assumptions that have not
been critically tested for generality, realism, or precision.

2.3 Resolution and predictability
Stocks and flows can vary greatly across space and over time and therefore it
may be difficult for users to perceive what predictability exists. Many, if not
most, systems contain significant non-linear relationships. Non-linearity
raises interesting questions about the influence of resolution (including spa-
tial, temporal, and component) on the description of data and on the perfor-
mance of models, particularly predictability. The relationship between the
number of components included and the predictability of models is an
important input to model design.3 Considerable effort has been directed
toward more formal measures of predictability. The predictability of
resources, not just their variability or heterogenity, is very important to all
resource users because a predictable resource is generally easier to utilize.

One can define predictability for a whole host of resources. One can also
distinguish between “data,” or descriptive predictability within a data series,
and “model” predictability, the comparison of a model to existing data. For
example, collected rainfall data will exhibit a certain descriptive predictabil-
ity. Particular models of rainfall will also exhibit differing abilities to predict
rainfall data (model predictability). In the spatial domain, one can define two
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types of predictability, (1) spatial auto-predictability (Pa) which is the reduc-
tion in uncertainty surrounding the state of a pixel in a scene, given knowl-
edge of the state of adjacent pixels in that scene; and (2) spatial
cross-predictability (Pc) which is the reduction in uncertainty about the state
of a pixel in a scene, given knowledge of the state of corresponding pixels in
other scenes. Pa is a measure of the internal pattern in the data while Pc is a
measure of the ability of a model to represent that pattern. For example,
cross-predictability (Pc) can be used for pattern matching and testing the fit
between map scenes. While Pa generally increases with increasing resolution
(because more information is being included) Pc generally falls or remains
stable (because it is easier to model aggregate results than fine grain ones).
Costanza and Maxwell (1994) analyzed the relationship between spatial res-
olution and predictability and found that while increasing resolution pro-
vides more descriptive information about the patterns in data, it also
increases the difficulty of modeling those patterns accurately. Thus, we can
define an optimal resolution for a particular modeling problem by balancing
the benefit in terms of increasing data predictability (Pa) as one increases res-
olution, with the cost of decreasing model predictability (Pc). Figure 2.1
shows this relationship in generalized form. There may be limits to the pre-
dictability of natural phenomena at particular resolutions, and “fractal-like”

Figure 2.1 STELLA II Modeling Environment.
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4One of the main strengths of these programming languages is enabling scientists and decision
makers to focus and clarify the mental model they have of a particular phenomenon, to augment
this model, elaborate on it, and then to do something they cannot otherwise do: to run the model
and let it yield the inevitable dynamic consequences hidden in their assumptions and their
understanding of a system.

rules that determine how both “data” and “model” predictabilities change
with resolution.

2.4 Models for consensus building
Various forms of computer models for scoping and consensus building have
been developed for business management applications (Chapter 8; also
Roberts, 1978; Lyneis, 1980; Morecroft et al., 1991; Vennix and Gubbels, 1994;
Morecroft and van der Heijden, 1994; Westenholme, 1990, 1994; Senge and
Sterman, 1994). Previously, emphasis was placed on the provision of com-
puter hardware and software to support group communication (Kraemer
and King, 1988). Recent trends are to facilitate problem-structuring methods
and group decision support (Checkland, 1989; Rosenhead, 1989; Phillips,
1990). The use of computers to structure problems and provide support for
group decisions has been spurred by the recognition that in complex decision
settings the bounds on human rationality can create persistent judgmental
biases and systematic errors (Simon, 1956, 1979; Kahnemann and Tversky,
1974; Kahnemann et al., 1982; Hogarth, 1987). Dynamic systems modeling is
increasingly being used as a tool for (1) closing spatial and temporal gaps
among decisions, actions, and results; (2) assessment of relationships among
decisions, actions, and results; and (3) the facilitation of learning that requires
that cause and effect are related in space and time.

Dynamic systems modeling is increasingly being used to help avoid
judgmental biases and systematic errors in business management decision-
making (Senge, 1990; Morecroft, 1994). It has also penetrated (to a lesser
extent) the discussion of environmental investments and problems. Both
areas of application of dynamic systems modeling have significantly bene-
fited from the use of graphical programming languages.4 With their relative
ease of use, these graphical programming languages offer powerful tools for
intellectual inquiry into the workings of complex ecological-economic sys-
tems (e.g., Hannon and Ruth, 1994). There are various graphical program-
ming languages available that are specifically designed to facilitate modeling
of nonlinear, dynamic systems. Among the most versatile of these languages
is the graphical programming language STELLA II™ (Costanza, 1987;
Richmond and Peterson, 1994; Hannon and Ruth, 1994), which runs in both
Macintosh and Windows environments. The models of Section II are STELLA
models.
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A STELLA II dynamic systems model consists of three communicating
“layers” that contain progressively more detailed information on the struc-
ture and functioning of the model (Figure 2.1). The high-level mapping and
input-output layer facilitates user interaction through input and output
devices. This layer is most appropriate for defining the structure of the model
and enabling non-modelers to do important tasks such as grasp the model
structure, run the model interactively, and interpret results. The ease of use of
the model at this aggregate level of detail thus enables individuals to become
intellectually (and emotionally) involved with the model (Peterson, 1994).

Models are constructed in the next lower layer. Here, the symbols for
stocks, flows, and parameters are chosen and connected with each other.
STELLA II represents stocks, flows and parameters, respectively, with the fol-
lowing three symbols:

Icons can be selected and placed on the computer screen to define the
main building blocks of the computer model. The structure of the model is
established by connecting these symbols through “information arrows.”

Once the structure of the model is laid out on the screen, initial condi-
tions, parameter values, and functional relationships can be specified by
simply clicking on the respective icons. Dialog boxes appear that ask for the
input of data or the specification of graphically or mathematically defined
functions.

It is also easy to generate model output in tabular or graphical form 
by choosing icons. With the use of “sliders” a user can also respond to the
model output by choosing alternative parameter values as the model runs.
Subsequent runs under alternative parameter settings and with different
responses to model output can be plotted in the same graph or table.

Thus, the modeling approach is dynamic, not only with respect to the
behavior of the system itself but also with respect to the learning process that
is initiated among decision makers as they observe the unfolding of the sys-
tem’s dynamics. Subsequent runs under alternative assumptions help deter-
mine aspects of the system that may be insufficiently understood, may
prompt further model development, and can help stakeholders to systemat-
ically evaluate their perceptions of the workings of a system. The process of
modeling experiments on the computer gives model users the opportunity to
investigate the implications of their assumptions for the system’s dynamics
and to assess their ability to make the “right” decision under alternative
assumptions.
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The lowest layer of the STELLA II modeling environment contains a list-
ing of the graphically or algebraically defined relationships among the sys-
tem components together with initial conditions and parameter values.
These equations are solved in STELLA II with numerical techniques. The
equations, initial conditions, and parameter values can also be exported and
compiled to conduct sophisticated statistical analyses and parameter tests
(Oster, 1996) as well as to run the model on various computing platforms
(Costanza et al., 1990; Costanza and Maxwell, 1991).

L1389_CH02I  11/15/00  12:41 PM  Page 29





section II

Models

L1389_CH03I  11/16/00  4:52 PM  Page 31



L1389_CH03I  11/16/00  4:52 PM  Page 32



section number

Title

chapter three

Human-ecosystems
interactions: a basic
dynamic integrated model
Bobbi S. Low, Elinor Ostrom, Robert Costanza, 
and James A. Wilson

Contents

3.1 The model  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.1 Ecosystem sector  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .35
3.1.2 Human-ecosystem interaction sector  . . . . . . . . . . . . . . . . . . . . . .36

3.2 Rules and sustainability in a single-ecosystem model  . . . . . . . . . . . . .37
3.2.1 Harvest rules and stock growth rate in a 

single-system deterministic model . . . . . . . . . . . . . . . . . . . . . . . .38
3.2.2 Growth and harvest rates with ecological perturbations  . . . . .38
3.2.3 Harvest rules and stochastic ecological perturbations  . . . . . . .39

3.3 Spatial heterogeneity  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .40
3.3.1 Spatial representation of multiple ecosystems  . . . . . . . . . . . . . .42
3.3.2 Impact of cheating  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .43

3.4 Discussion and conclusions  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .45
3.5 Appendix, STELLA model equations . . . . . . . . . . . . . . . . . . . . . . . . . . . .48

Managing our use of important ecosystem resources can clearly be problematic
(e.g., McCay and Acheson, 1987; Ludwig et al., 1993; Jansson et al., 1994). We
see conflict today over the fact that many resources are “mined”—treated as
though they were a non-renewable resource in which the only “rational” strat-
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egy is to “get mine and get out.” These include numerous oceanic and coastal
systems including cod, whales, and lobsters. Managing such resource systems
can be extremely difficult for a number of reasons including (1) both resource
stock and harvesters may cross boundaries; (2) conducting an accurate census
of some resource stocks is difficult-to-impossible; (3) varied actors may be in
conflict over resource use and may not be able to agree on rules; and (4) the
stock may, like whales harvested in the open ocean, constitute a common-pool
resource with all the attendant problems (e.g., Ostrom, 1990; Ostrom et al.,
1999). The problems are particularly likely when several jurisdictions are
involved or when a single rule system is applied to ecologically-diverse areas.

How can the framework of Chapter 1 help design effective resource man-
agement systems? Well-developed and accepted models exist for resource-use
modeling (Chapter 6; also Conrad and Clark, 1987; Hilborn and Walters, 1992)
and some are explicitly tailored for fisheries stocks, which we explore in this
chapter. These models can be dynamic yet we see several advantages to the
integrated approach we propose here. First, none of the existing models explic-
itly integrates (possibly diverse) human decisions in a clear feedback system
linking both ecosystems and human decision systems. Second, even the
dynamic models are not tailored to analyze the impacts of unpredictability—
both through ecological events that may influence stock populations indepen-
dent of human action and through error in our censuses of stock (e.g., fish
stocks are notoriously difficult to assess accurately). Using an integrated
model, we can explore these effects. Interacting forces, often non-linear, can be
modeled and “experiments” run to determine sensitivity to particular changes.
Finally, the system we develop here allows explicit linking and exploration of
physical and human systems that may differ and have transfer, of either har-
vesters or stocks (this chapter, Chapter 4, and Chapter 9). Thus, one can test
some important broad issues in a linked model including spatial diversity,
stock and harvester transfers, and rule robustness in the face of uncertainties.

To be operational, a model based on the framework of Chapter 1 must
not only define stocks, flows, attributes, and interactions, but should also
specify (Figure 3.1):

1. The ecological carrying capacity of the system
2. The degree to which external influences are predictable
3. The regeneration rate (population growth and mortality rates) of the

resource
4. The transfer rate of resource users (or harvesters) from one spatial unit

to another
5. The consumption rate(s) of resource users

This model links human decision systems and ecosystems in parallel
ways (Chapter 1; Cleveland et al., 1996). We construct the models of this and
subsequent chapters using STELLA; standard notation is presented in each
chapter, and the STELLA equations are appended. Appendix 3.1 gives the
STELLA equations relevant to Figures 3.1 and 3.4. It includes options (e.g.,

L1389_CH03I  11/16/00  4:52 PM  Page 34



Chapter three: Human-ecosystems interactions 35

Figure 3.1 A simplified model of an ecosystem in which some resource stock is
utilized by humans. Stocks, flows, and controls are further defined in the text. This
is the one-unit model.

shifts in tax rates) not explored here.
Initially, the model is extremely simple. First we establish its basic behav-

ior as an isolated system with no uncertainties and compare four harvest
rules: percent carrying capacity, percent population (or standing crop bio-
mass), open access, and profit maximizing sole owner. Second, we test the
rules in the face of ecological uncertainties that affect the stock. Finally, we
model three linearly-linked systems, as in a series of coastal fisheries, and test
the rules in the face of ecological uncertainties and various stock transfer
rates. Chapter 4 tests three fully- (rather than linearly-) linked systems and
explores the effects of panmictic versus meta-population structure.

3.1 The model
3.1.1 Ecosystem sector

The ecosystem sector (Figure 3.1; Appendix 3.1) contains one state variable,
labeled natural capital, that represents the biomass of a fish stock. Natural
capital (NC) grows over time at some intrinsic rate, is limited by the carrying
capacity of the ecosystem (K), and may be influenced by external influences
(temperature shifts, pollution) that can be unpredictable in their timing and
extent:

NCgrowth � NC * ExtInfl * NCgrowth rate * [1 � NC/K] (3.1)

Equation (3.1) simply represents the stock’s logistic growth, as it is influenced
by carrying capacity and external events.

Stocks are reduced not only by deaths and emigrations, but also by
human harvest (Figure 3.1). The overall equation for natural capital, where
NCdepreciation � (NCdepreciation rate) * NC, is:
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D(NC)/dt � NCgrowth � NCdepreciation � Transfer � NCharvest (3.2)

We set the initial value of natural capital at the start of the simulation to equal
the assigned long-term carrying capacity. The transfer value is zero in the first
simulations; it is active only when stock can move from one system to
another.

The logistic growth of dynamic Equation (3.2), with NC harvest and
Transfer set to zero, produced the standard parabolic recruitment curve of
most bioeconomic models (Chapter 6; Hilborn and Walters, 1992). Under
these assumptions the actual carrying capacity is x* � K(1 � (NCdepreciation rate

/ (ExtInfl * NCgrowth rate))), and the maximum sustained yield (MSY)—the
maximum value of the growth curve—is:

xMSY � ((K * NCgrowth rate * ExtInfl)/4) * (1 � (NCdepreciation rate / (ExtInfl *
NCgrowth rate)))

2 (3.3)

where K is the cHMCdepreciation � Tax.

3.1.2 Human-ecosystem interaction sector

The interaction sector has no state variables, only two-way flows between
ecosystems and human systems (Figure 3.1, Appendix 3.1). In this initial
application we focus on two relationships, harvest efficiency and harvest
strategy. In the models of this chapter, we assume that the amount harvested
is proportional to both human-made capital (HMC) and the size of the
resource population (NC). We call this proportionality factor total efficiency
(TE) and set it equal to 0.007 in these simulations.

In the absence of any externally-imposed limits, the amount harvested is
HMC*NC*TE. We call the multiplier NC*TE the “harvest efficiency” (HE). In
modeling resources for which there is no search problem (i.e., when harvest
success is unrelated to resource abundance), we would use a constant HE,
independent of the value of NC.

We now consider four harvest rules: maximum sustained yield (MSY),
percent population or biomass, open access, and profit maximizing sole
owner. Below, we will explore some impacts of over-harvesting, but at 
first all fishers will obey the harvest rules completely. The MSY rule, one of
four rules we explore in this chapter, sets the harvest limit, HL, at a constant
percentage of the carrying capacity, K (Chapter 6). The harvest (HS) is then
given by:

HS1 � min{HMC*HE, HL} (3.4)

Thus if the potential harvest, HMC*HE, is less than the harvest limit, the
potential harvest is taken; otherwise the harvest limit HL is taken.
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The “percent population” rule simply sets the harvest limit at a specified
percentage of the current population or standing crop biomass (Appendix 3.1).
This rule requires highly accurate censusing of the stock at appropriate times
to predict sustainable harvest; this may include staggered collection efforts
due to seasonality of stock reproduction, for example. With the values used
in the simulations here, harvesting 28.5% of the existing stock was found to
maximize HMC.

In the open access regime, each actor responds to his/her current profit,
and keeps harvesting so long as the profit is not negative. Fishers will con-
tinue to enter in this system until total profits are zero; they are short-term
profit maximizers insensitive to trends, with no incentive for any restraint.

Under the “profit maximizing sole owner” rule, the sole owner controls
access to the natural capital and harvests it at a rate that maximizes long-term
profit. The sole owner’s time horizon is longer than that of the open-access
harvesters. In the simulations of this chapter, the sole owner’s decisions are
based on the 5-year trend (slope) of profits, rather than on the most recent
profits. We do this because delays from feedback in biological systems can
cause the most recent profits to give a false signal. A 5-year trend gives a
slower response, but tends to find the sustainable profit-maximizing harvest
level more reliably.

3.2 Rules and sustainability
in a single-ecosystem model

For convenience in these STELLA runs, K is set to 10,000 and the initial value
of natural capital is set to the carrying capacity. We allow the system to run
for a maximum of 200 periods (years), and, unless otherwise specified, do 100
runs. When a system does not sustain itself (defined here as having natural
capital in excess of 20 units after 200 rounds), we track the number of years
until collapse of the system. This is the equivalent of gathering empirical data
on 100 fisheries for up to 200 years each. For this system, we explore:

1. how harvest limits influence the stocks of natural and human-made
capital

2. how the growth rate of natural capital influences the sustainability of
various harvest limits

3. how (1) and (2) interact
4. how stochastic fluctuations of ecological influences (Figure 3.1) inde-

pendent of human harvest affect sustainability. In these runs, fluctua-
tions are randomly generated around a mean of 1 (no fluctuations), so
we are exploring the effects of changes in the range of unpredictable
variation in external factors

In the first three analyses, we focus on deterministic relationships to explore
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the underlying curvilinear structure affecting long-term survival of natural
capital. Then we model stochastic environmental fluctuations that affect the
growth of natural capital, mimicking some complexities of empirical data.

3.2.1 Harvest rules and stock growth rate in a single-system
deterministic model

Local, regional, or national authorities frequently impose an upper bound on
the quantity of harvest that may be taken during a defined time period. One
such calculation that is frequently used is that of maximum sustained yield
(MSY). We see easily from Equation (3) and Chapter 6 that if one assumes a
constant harvest rate, MSY equals 0.2401 K under our assumptions here of a
stable population (NCgrowth rate � 0, death rate � 0.2, and no external fluctua-
tions (ExtInfl � 1)). For a series of growth rates (�0.1 � �0.1), we varied the
authorized harvest rate from 15% to 30% of K. One can see in Equation (3)
that MSY is an increasing function of growth rate: xMSY/NCgrowth

rate � (ExtInfl*K)/4 * (1 � (NCdepreciation rate/ (ExtInfl * NCgrowth rate)))
2

� 0. This is
no surprise; rapidly growing stocks can sustain heavier exploitation. In all
systems, exceeding MSY caused the collapse of natural capital and the sys-
tem, and the greater the excess, the more rapid the collapse. As we note
below, however, in actual practice MSY is problematic.

3.2.2 Growth and harvest rates with ecological perturbations

The intrinsic growth rate of an exploited stock clearly affects both sustain-
ability and the relative effectiveness of different management strategies.
Extrinsic fluctuations are mimicked here by stochastic shifts affecting stock
levels by � 10% or � 50%. In a series of runs tracking both natural and
human-made capital in a single-unit system, the strongest predictor of the
amount of natural capital at the end of a run was harvest limits (d.f. � 2,98,
r2

� 0.63, p � 0.0001), although the growth rate of natural capital was also
highly significant. Human-made capital was most affected by harvest limits
(d.f. � 2,98, r2

� 0.27, p � 0.00001) while the growth rate of natural capital
had less of an impact on HMC (p � 0.032). The strongest predictor of years
until collapse of the system was harvest limits (d.f. � 2,98, r2

� 0.49,
p � 0.00001) although the natural capital growth rate had some influence
(p � 0.009).

This exercise highlights some of the widely-recognized difficulties in
using the concepts of K, carrying capacity, and MSY (Conrad and Clark, 1987;
Clark, 1990). In real-world situations, the use of carrying capacity ignores
information. Figure 3.2 highlights an additional management problem. Up to
the sustainable harvest limit, human-made capital increases linearly with the
harvest limit, and the slope of this increase is steeper than the decline of nat-
ural capital. That is, up to the sustainable limit, there are relatively great
increases in human-made capital for small decreases in natural capital–an
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obvious incentive to continue taking more. Further, resource users are able to
measure changes in human-made capital easily, and more reliably than
changes in natural capital. When sustainable limits are exceeded even
slightly in this model, there is a dramatic collapse of both kinds of capital.
Thus, there is little “early warning” (Gulland, 1977) that the limits of sustain-
ability are being approached, nor is there feedback to allow regulators to
react to changes in stock size.

These results (Figure 3.2) look similar to difficulties encountered in the
field. High harvest limits (even when no cheaters exist) can build human cap-
ital at the expense of natural capital—and the pattern of the two capitals
gives little prior warning of impending collapse. Indeed, many resource-use
systems fail relatively abruptly. These models do use a relatively uncon-
strained mechanism, in which, all human-made capital is plowed back into
harvesting capacity, whereas more realistic and constrained rules (other uses
of human capital at the expense of that available for harvest) should show
less dramatic patterns.

3.2.3 Harvest rules and stochastic ecological perturbations

In the real world, even in isolated systems, ecological events can affect the
level of natural capital (and thus the outcomes of harvest rules) independent

Figure 3.2 Up to the sustainable harvest limit (here, 24% of carrying capacity),
profit (human capital at the end of the 200-year simulation) increases as the harvest
limit increases; however, the decline in natural capital (biomass of the resource at
the end of the 200-year simulation) declines less dramatically. When sustainable
limits are exceeded, the collapse is rapid and dramatic. In this model, there is little
“early warning” that sustainable limits are being approached.
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of human activity. Consider Equation (3.3) and the discussion above: MSY is
non-responsive to ecological fluctuations. The impact increases as the fluctu-
ations increase in amplitude (Figure 3.3a). When the rule being modeled was
“harvest 24% of K” and ecological impacts influenced the fish stocks
by � 10%, approximately 15% of systems maintained some natural capital by
year 200, and most survived at least 100 years. With the same harvest rule
but � 50% ecological impacts, 57% of systems failed by 40 years and only 8
of 100 harvesters persisted beyond 120 years.

Other harvest rules out-performed MSY. Figure 3.3b compares the rules
under perturbations of � 50%. In contrast to the MSY rule, no sole owner sys-
tem failed within 40 years, 57% of sole owner systems persisted past 120
years, and nine were functioning at 200 years. Even open-access rules out-
performed MSY when harvesters were sensitive to current profit. All systems
using the rule “50% of stock” were functioning capably at 200 years. Note,
however, that this rule still retains assumptions that are unrealistic in the real
world, including that we have captured the dynamics accurately, that stock
populations can be sampled with accuracy, and that no delays (lags) exist for
any reason (see Chapter 4).

3.3 Spatial heterogeneity
These results are consistent with our understanding of the expected behavior
of an isolated socio-economic system (Chapter 6). However, this approach
explicitly assumes no significant interactions with other populations, and
stock populations are rarely isolated in this way.

Consider for example, a series of coastal fisheries in which fish can move
from one area to another (Figure 3.4) but where all harvesters are local har-
vesters, even though harvesters often can also move from one area to another
(see Chapter 4). The Maine lobster fisheries have a complex set of conditions
that have caused difficult management conflicts for some years, for reasons
both biological and political. Only older mature lobsters are marketable in
Maine, and non-marketable lobsters are marked with a “V” notch in the tail.
Non-marketable lobsters include immature lobsters, gravid females, and
very large lobsters who are presumed to provide a reproductive stock as a
cushion. In Maine, no one can legally market these marked individuals.
However, because no such restrictions apply in New Hampshire and
Massachusetts, lobstermen from these states could line up at the state bound-
aries. The inability to enforce the v-notch rule across state boundaries,
reduces the conservation incentive of Maine lobstermen. Outsiders are free
riders, whose actions mean a more compressed size/age distribution in all
areas, and thus a greater risk of recruitment failure when ecological pertur-
bations occur. This represents a mismatch between rules and ecological real-
ities because there is biological transfer across systems, local harvest rules,
and no higher-order control (see Chapter 10). This problem is already being
addressed and these circumstances will probably end before 2001.
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Figure 3.3 (a) The sustainable harvest limit in any system will be influenced not only
by the growth rate of the resource stock, but by fluctuations in the extrinsic ecological
factors that influence the stock level (e.g., any fluctuation causing deaths or height-
ened recruitment of the stock). With a harvest limit of 24% of carrying capacity (sus-
tainable if there are no extrinsic fluctuations), some systems fail. Systems fail more
frequently when extrinsic fluctuations are of greater magnitude (here, extrinsic fac-
tors affect the population causing fluctuations from 50% to 150%, average � 100%)
than when fluctuations are more limited (90%–110%, average � 100%). (b) The four
harvest rules tested are differentially vulnerable to extrinsic fluctuations in stock pop-
ulations of � 50%: “percent stock” and “sole owner” systems proved more robust
than “% carrying capacity” and open access. Note, however, that complications such
as miscounts of stock populations and lags in effect of fluctuations are not included,
so all systems here perform better than is likely in real world systems.
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Figure 3.4 When resource systems are not isolated, both resource stocks and
resource users may move among systems. Here, movement of natural capital is
shown as it could occur across three coastal fisheries. Other possible movement
patterns are shown in Chapter 4.

Maine fishermen took their case to the Atlantic States Marine Fisheries
Commission (ASMFC), an interstate body that has authority to govern lob-
ster conservation. The ASMFC agreed with the position of Maine lobstermen
and extended the area in which v-notch and oversize protection is enforced
to the entire Gulf of Maine. The designated area does not fully contain the
movements of lobsters (due to political compromises within ASMFC and also
because it is virtually impossible to draw a perfect ecological boundary).
Nonetheless, the improvement brought about by the actions of the ASMFC
substantially aligns the scale of human rules and the biologically relevant
behavior.
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3.3.1 Spatial representation of multiple ecosystems

How, and at what levels, do biological transfers among non-isolated systems
affect situations such as the Maine lobster industry? Each of the spatial units
(fisheries) in Figure 3.4 has an ecosystem sector, a human decision sector, and
an interaction sector (see also Sanchiro and Wilen (1999) who have indepen-
dently developed a remarkably parallel system). To track processes, all equa-
tions for each unit are appended with a suffix reflecting that unit (Appendix
3.1). In each spatial unit, variables such as initial natural capital, NC growth
rate, and carrying capacity can differ among the ecosystem sectors, while in
the human sectors, decision rules can vary.

Here, we assume the natural capital transfer rate between units (T) is pro-
portional to the biomass differential in the two units. If the units are isolated,
T � 0. A transfer rate of 50% of the differential between adjacent units will
equalize the stock in the two units.

This series of experiments explores how levels of natural capital transfer
between systems affect the ability of people in one unit to exceed the MSY in
the absence of any ecological perturbations. Without ecological perturba-
tions, the amount that can be taken sustainably by any unit depends on the
carrying capacities in the units, the natural capital growth rates in the units,
and the transfer rate. If the transfer rate equalized all differences (e.g., a fully
panmictic population, with spatial equilibration), then for a three-unit set of
ecosystems, with the settings used above, the MSY would be 24% of the total
carrying capacity (i.e., 0.24*3000, or 720). The units would be totally interde-
pendent with regard to harvest limits. Most systems, while not completely
isolated, have some natural transfer across sub-systems. When such incom-
plete transfer occurs, what any unit can take sustainably is a complex func-
tion of its own harvest, the harvest of other units, and the transfer rate.

3.3.2 Impact of cheating

What will happen in our 3-system coastal fisheries, when fishers in the cen-
tral system take more than a sustainable amount–when they cheat? How is
this affected by the transfer rate of stocks across systems, and by the takes of
fishers in the other two systems?

When the transfer rate is very low, such a unit will be unsustainable
when it exceeds 24% even slightly (Figure 3.5). When transfer rates are higher
and the harvests in neighboring “conserving” units are low, highly exploita-
tive harvesters, who take more than would be sustainable in an isolated sys-
tem, receive some protection from this combination of transfer rates and
conserving behavior by neighbors.

How much conservation is needed in other units in order to sustain over-
exploiters? For even very low rates of natural capital transfer, a complex
interaction occurs among T and the harvest rates of the conserver and the
exploiter systems. To reflect this complexity, we construct a “Harvest
Pressure Bias” (HPB) index:
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Figure 3.5 In a system such as that shown in Figure 3.4, the transfer rates of
natural capital and the harvesting rates of all units interact. Here, combined
harvest rates are reflected by the “harvest pressure bias” ([exploiter harvest
rate-MSYe] � [MSYc-conserver harvest rate]); this number increases as har-
vest rates increase in any system. When natural capital transfer rates are low,
the failure of the highest-harvesting unit is relatively independent of the
total harvesting bias, and “exploiters” fail at approximately the same harvest
levels as for isolated systems. At higher transfer rates, units that harvest
heavily can be protected and persist throughout the run (200 years), up to
some harvest bias (i.e., when other units harvest near the MSY, or the
exploiter takes � 26% of the carrying capacity). This (inadvertent) support
of an exploiting unit is shown by the flat portion of the high-transfer rate
curves. The higher the natural transfer rate, the larger the region over which
such protection exists. When the natural capital finally collapses, however,
the “conserving” units collapse along with the exploiting unit (Figure 3.6).

HPB � ([exploiter rate � MSYe] � [MSYc � conserver rate]) (5)

The HPB index represents the ranges of conservationist-versus-exploiter har-
vests that will leave the entire linked system’s natural capital sustainable. In
our runs, this measure ranged from �20 to �15, depending on the natural
capital transfer rate (Figure 3.5). When the transfer rate was 5%, a HPB
greater than �5 meant collapse. When the transfer rate was 10%, a HPB of �5
could be reached before collapse. When the harvest limits are exceeded, the
time over which an exploiting unit can be sustained drops precipitously and
the other units may face ruin as well.

Theoretically, the combination of conserving neighbors and high transfer
rates could shield “cheating” (over-harvesting) harvesters. In most cases,
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however, neighbors in conserving units will learn of the situation, as in the
Maine lobster example above. If conserving units then respond by raising
their harvest rather than shielding the free riders, the entire system will col-
lapse. A real problem exists in matching local and supra-local rules to
ecological realities of transfer rates, as well as to more obvious phenomena
like carrying capacity and growth rate.

In reality, the combination of high transfer rates and conservative neigh-
bors affords protection for exploiters only if there are no ecological pertur-
bations, a seldom-met condition. To explore the effects of perturbations as
they interact with harvest limits and transfer rates, consider the following
conditions:

1. Transfer rate � 0.1, range of perturbations � 0.9–1.1(NC). (On aver-
age, stochastic variations will have no effect on natural capital level,
but in any one random year the variations could affect the natural cap-
ital amount by � 10%.) An exploiter in this system, as well as in #3
below, would persist 150 years.

2. Transfer rate � 0.1, range of perturbations � 0.5–1.5(NC). With no
perturbations, an exploiter in this system and in #4 below, would per-
sist 150 years.

3. Transfer rate � 0.2, fluctuations � 0.9–1.1 (NC).
4. Transfer rate � 0.2, fluctuations � 0.5–1.5 (NC).

Figure 3.6 shows that with conservative neighbors and a 10% natural
capital transfer rate, the presence of any fluctuations reduces the probable
persistence of the exploiting unit. Greater fluctuations reduce persistence
more than moderate fluctuations (Figure 3.6a). When transfer rates are higher
(20%; conditions # 3 and 4 above), the interactions change the response. With
moderate fluctuations and a 20% transfer rate, approximately 20% of
exploiters persist to 200 years. However, the 20% transfer rate interacts with
high perturbations—more than 60% of exploiters fail by year 40 (Figure 3.6b).

3.4 Discussion and conclusions
The models in this chapter are very simple, compared to many more elegant
formal fisheries models. Their principal advantages are that: (1) they can link
more than stock and economic returns, to let us look simultaneously at
human and ecological systems under multiple regimes; (2) they allow spatial
modeling, with transfers across units; and (3) we can model unpredictable
perturbations easily and explicitly.

It is well-known that the growth rate of natural capital interacts with har-
vest limits to affect sustainability (Chapter 6). But growth rate is difficult to
measure accurately, as are carrying capacity and degree of perturbation in the
system. Some of the variables we have examined here and found to have sig-
nificant influence on sustainability, are rarely measured.
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Figure 3.6 The interactions of transfer rates, total harvest pressure bias, and
extrinsic ecological uncertainties mean that high transfer rates alone cannot protect
exploiters. In all cases here, the total harvest pressure is 720 ( � 3 	 240, or the sus-
tainable limit if all units acted identically); the exploiting unit takes 250, and the
two conservative units each take 235. At both transfer rates (0.1 and 0.2), higher
extrinsic fluctuations cause more failures of the exploiter. (a) When the transfer rate
is 0.1 (10% of stock differential can move between units in a time period), � 30% of
exploiters fail by year 40 (extrinsic fluctuations 0.5—1.5), or by year 80 (fluctua-
tions 0.9—1.1), as opposed to persisting 150 years, the case if there were no extrin-
sic fluctuations. (b) The pattern is different for higher transfer rates (0.2): moderate
(0.9—1.1) fluctuations and high transfer rates allow � 20% of exploiters to persist
for the full 200-year run (as would be the case with no extrinsic fluctuations).
However, in the face of both high fluctuations and high transfer rates, � 60% of
exploiters fail by year 40—and in contrast to low transfer rate conditions, these fail-
ures have also destroyed the neighboring conservative units.
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Many models of sustainability are based on long-term averages, without
regard to the impact of perturbations in the system that affect natural capital
levels. Yet the explorations above suggest that such perturbations can be
extremely important and we suggest that it would be profitable to pay more
attention to measures of variance. If sustainability is a management goal,
such attention would lead managers to invoke “safe minimum standards”
(Bishop, 1993), or what we call the “precautionary principle” (Low and
Berlin, 1984; Costanza and Cornwell, 1992; Costanza et al., 1998; also see
Chapter 10). Taking such steps would likely be unpopular, since these stan-
dards manage not for the average conditions, but avoid worst-case condi-
tions. Since this will lower harvesters’ profits in most cases, and since
empirically the appropriate levels are difficult to determine, conflicts of inter-
est are likely. As we argue in later chapters, however, the information gained
by using models to do experiments may prove helpful in working through
such conflicts (chapters 8, 9, and 10).
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Appendix 3.1

STELLA Model Equations

Ecosystem 1:

Natural_Capital_1(t) � Natural_Capital_1(t � dt) � (NC_Growth_1 � NC__
Harvest_1 � NC_Depreciation_1 � Transfer_12) * dt

INIT Natural_Capital_1 � NC_Carrying_Capacity_1

INFLOWS:
NC_Growth_1 � External_Influences_1*(NC_Growth_Rate_1*Natural_
Capital_1*(1 � (Natural _Capital_1/NC_Carrying_Capacity_1)))

OUTFLOWS:
NC__Harvest_1 � harvest
NC_Depreciation_1 � Natural_Capital_1*.02
Transfer_12 (Not in a sector)
NC_Carrying_Capacity_1 � 10000
NC_Growth_Rate_1 � 1

Ecosystem 2:

Natural_Capital_2(t) � Natural_Capital_2(t � dt) � (NC_Growth_2 �
Transfer_12 � NC__Harvest_2 � NC_Depreciation_2 � Transfer_23) * dt

INIT Natural_Capital_2 � NC_Carrying_Capacity_2

INFLOWS:
NC_Growth_2 � External_Influences_2*(NC_Growth_Rate_2*Natural_
Capital_2*(1 � (Natural_Capital_2/NC_Carrying_Capacity_2)))
Transfer_12 (Not in a sector)

OUTFLOWS:
NC__Harvest_2 � harvest_2
NC_Depreciation_2 � Natural_Capital_2*.02
Transfer_23 (Not in a sector)
NC_Carrying_Capacity_2 � 10000
NC_Growth_Rate_2 � 1

Ecosystem 3:

Natural_Capital_3(t) � Natural_Capital_3(t � dt) � (NC_Growth_3 �
Transfer_23 � NC__Harvest_3 � NC_Depreciation_3) * dt

INIT Natural_Capital_3 � NC_Carrying_Capacity_3
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INFLOWS:
NC_Growth_3 � External_Influences_3*(NC_Growth_Rate_3*Natural_
Capital_3*(1 � (Natural_Capital_3/NC_Carrying_Capacity_3)))
Transfer_23 (Not in a sector)

OUTFLOWS:
NC__Harvest_3 � harvest_3
NC_Depreciation_3 � Natural_Capital_3*.02
NC_Carrying_Capacity_3 � 10000
NC_Growth_Rate_3 � 1

Harvest Rules:
harvest_units(t) � harvest_units(t � dt) � (harvest_growth) * dt

INIT harvest_units � 30

INFLOWS:
harvest_growth � if RULE � 3 then OPEN_ACCESS else
if RULE � 4 then SOLE_OWNER else
if RULE 
 2 then �(harvest_units � msy_har_units) else 0
The choice of level of harvesting units for open access (rule #3) and sole
owner (rule #4) is determined here. For rules #1 and #2 harvest units are set
here so that comparisons can be made with the other rules. Harvest units has
no effect on harvests for rules #1 and #2.

CC% � .24
This is a constant harvest rate each year, with approximately 24% as the high-
est percent that the resource can sustain (at a growth rate of 1) without crash-
ing. This percentage is then the maximum sustainable yield or MSY.

harvest � if RULE � 1 then HARVEST_LIMIT else if RULE � 2 then
HARVEST_% else harvest_units*Harvest_Efficiency
HARVEST_% � stock_%*Total_Natural_Capital
This rule limits the harvest to the fraction stipulated (in stock_%) of the cur-
rent stock of natural capital.

Harvest_Efficiency � Natural_Capital_1*.007
This equation gives the fraction of the current stock of natural capital har-
vested by each harvesting unit. For resources where there is no search prob-
lem (where harvest rate is not related to resource abundance) an absolute rate
would be more appropriate.

HARVEST_LIMIT � CC%*NC_Carrying_Capacity_1
This equation sets the harvest limit at percent of carrying capacity set in
CC%.
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msy_har_units � harvest/Harvest_Efficiency
This variable simply calculates the harvest units that would be required to
harvest either the HARVET LIMIT or the HARVEST %. This allows compar-
ison of human capital with the sole owner and open access solutions.

RULE � 4
1 � HARVEST LIMIT as % of carrying capacity (.24 ~MSY @ growth � 1)
2 � harvest limit (% of current population)
3 � open access (total profits � 0)
4 � sole owner (total profits maximized)

stock_% � .285
Fraction of current population harvested. A fraction of about .285 comes close
to maximizing the human capital from this policy.

Harvest Rules 2:
harvest_units_2(t) � harvest_units_2(t � dt) � (harvest_growth_2) * dt

INIT harvest_units_2 � 30

INFLOWS:
harvest_growth_2 � if RULE_2 � 3 then OPEN_ACCESS_2 else
if RULE_2 � 4 then SOLE_OWNER_2 else
if RULE_2 � � 2 then �(harvest_units_2-msy_har_units_2) else 0
Choice of level of harvesting units for open access (rule #3) and sole owner
(rule #4) is determined here. For rules #1 and #2 harvest units are set here so
that comparisons can be made with the other rules. Harvest units has no
effect on harvests for rules #1 and #2.

CC%_2 � .24
Percent of carrying capacity harvested. This is a constant number each year.
About 24% is the highest percent that the resource can sustain (at a growth
rate of 1) without crashing � MSY.

HARVEST_%_2 � stock_%_2*Total_Natural_Capital
This equation limits the harvest to the fraction stipulated (in stock_%) of the
current stock of natural capital.

harvest_2 � if RULE_2 � 1 then HARVEST_LIMIT_2 else if RULE_2 � 2 then
HARVEST_%_2 else harvest_units_2*Harvest_Efficiency_2
Harvest_Efficiency_2 � Natural_Capital_2*.007
This gives the fraction of the current stock of natural capital harvested by
each harvesting unit. For resources where there is no search problem (where
harvest rate is not related to resource abundance) an absolute rate would be
more appropriate.
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HARVEST_LIMIT_2 � CC%_2*NC_Carrying_Capacity_2
Sets the harvest limit at percent of carrying capacity set in CC%.

harv_unit_trend_2 � TREND(harvest_units_2,5)*100

msy_har_units_2 � harvest_2/Harvest_Efficiency_2
This variable simply calculates the harvest units that would be required to
harvest either the HARVEST LIMIT or the HARVEST %. This allows com-
parison of human capital with the sole owner and open access solutions.

profit_trend_2 � TREND(harvest_revenue_2-harvest_cost_2,5)
A trend is used rather than the most recent profit level because feedback from
the biological sector can cause the most recent profit level to produce a false
signal. A 5-year trend generates a somewhat slower response but tends to
search out the maximum much more reliably.

RULE_2 � 4
1 � HARVEST LIMIT as % of carrying capacity (.24 ~MSY @ growth � 1)
2 � harvest limit (% of current population)
3 � open access (total profits � 0)
4 � sole owner (total profits maximized)

SOLE_OWNER_2 � if profit_trend_2 � � 0
then if harv_unit_trend_2 � .01 then effort_rate_2 else -effort_rate_2
else if harv_unit_trend_2 � � .01 then effort_rate_2 else -effort_rate_2
This is the profit maximizing solution. Simple search that assumes the rela-
tionship between profits and harvest units is a smooth single peaked func-
tion.

stock_%_2 � .285
Fraction of current population harvested. A fraction of about .285 comes close
to maximizing the human capital from this policy.

effort_rate_2 � GRAPH(ABS(harvest_revenue_2-harvest_cost_
2-DELAY(harvest_revenue_2-harvest_cost_2,1)))
(0.00, 0.01), (1000, 0.12), (2000, 0.28), (3000, 0.46), (4000, 0.68), (5000, 1.00),
(6000, 1.40), (7000, 1.84), (8000, 2.42), (9000, 3.20), (10000, 4.00)
Assumes the change in the rate of harvest effort reflects the magnitude of
recent changes in the level of profits. If this response rate is set so that it is too
sensitive, effort changes will be consistently too large in both directions (but
with one dominating) and lead to a cascading increase or decrease in har-
vesting.

OPEN_ACCESS_2 � GRAPH( harvest_revenue_2-harvest_cost_2)
( �3000, �4.00), ( �2400, �2.32), ( �1800, �1), ( �1200, �0.39), ( �600,
�0.12), (0.00, �1.11e-016), (600, 0.12), (1200, 0.3), (1800, 0.72), (2400, 2.08),
(3000, 4.00)
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Entry continues until positive profits are driven to zero. Exit occurs until neg-
ative profits are driven to zero.

Harvest Rules 3:
harvest_units_3(t) � harvest_units_3(t � dt) � (harvest_growth_3) * dt

INIT harvest_units_3 � 30

INFLOWS:
harvest_growth_3 � if RULE_3 � 3 then OPEN_ACCESS_3 else
if RULE_3 � 4 then SOLE_OWNER_3 else
if RULE_3 � � 2 then -(harvest_units_3-msy_har_units_3) else 0
Choice of level of harvesting units for open access (rule #3) and sole owner
(rule #4) is determined here. For rules #1 and #2 harvest units are set here so
that comparisons can be made with the other rules. Harvest units have no
effect on harvests for rules #1 and #2.

CC%_3 � .24
Percent of carrying capacity harvested. This is a constant number each year.
About 24% is the highest percent that the resource can sustain (at a growth
rate of 1) without crashing � MSY.

HARVEST_%_3 � stock_%_3*Total_Natural_Capital
This equation limits harvest to the fraction stipulated (in stock_%) of the cur-
rent stock of natural capital.

harvest_3 � if RULE_3 � 1 then HARVEST_LIMIT_3 else if RULE_3 � 2 then
HARVEST_%_3 else harvest_units_3*Harvest_Efficiency_3
Harvest_Efficiency_3 � Natural_Capital_3*.007
This gives the fraction of the current stock of natural capital harvested by
each harvesting unit. For resources where there is no search problem (where
harvest rate is not related to resource abundance) an absolute rate would be
more appropriate.

HARVEST_LIMIT_3 � CC%_3*NC_Carrying_Capacity_3
Sets the harvest limit at percent of carrying capacity set in CC%.

harv_unit_trend_3 � TREND(harvest_units_3,5)*100
See note for profit trend.

msy_har_units_3 � harvest_3/Harvest_Efficiency_3
This variable simply calculates the harvest units that would be required to
harvest either the HARVEST LIMIT or the HARVEST percent. This allows
comparison of human capital with the sole owner and open access solutions.
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profit_trend_3 � TREND(harvest_revenue_3-harvest_cost_3,5)
A trend is used rather than the most recent profit level because feedback from
the biological sector can cause the most recent profit level to produce a false
signal. A 5-year trend generates a somewhat slower response but tends to
search out the maximum much more reliably.

RULE_3 � 4
1 � HARVEST LIMIT as % of carrying capacity (.24 ~MSY @ growth � 1)
2 � harvest limit (% of current population)
3 � open access (total profits � 0)
4 � sole owner (total profits maximized)

SOLE_OWNER_3 � if profit_trend_3 � � 0
then if harv_unit_trend_3 � .01 then effort_rate_3 else -effort_rate_3
else if harv_unit_trend_3 � � .01 then effort_rate_3 else -effort_rate_3
This is the profit maximizing solution. Simple search that assumes the rela-
tionship between profits and harvest units is a smooth single peaked func-
tion.

stock_%_3 � .285
Fraction of current population harvested. A fraction of about .285 comes close
to maximizing the human capital from this policy.

effort_rate_3 � GRAPH(ABS(harvest_revenue_3-harvest_cost_
3-DELAY(harvest_revenue_3-harvest_cost_3,1)))
(0.00, 0.01), (1000, 0.12), (2000, 0.28), (3000, 0.46), (4000, 0.68), (5000, 1.00),
(6000, 1.40), (7000, 1.84), (8000, 2.42), (9000, 3.20), (10000, 4.00)
Assumes the change in the rate of harvest effort reflects the magnitude of
recent changes in the level of profits. If this response rate is set so that it is 
too sensitive, effort changes will be consistently too large in both directions
(but with one dominating) and lead to a cascading increase or decrease in
harvesting.

OPEN_ACCESS_3 � GRAPH( harvest_revenue_3-harvest_cost_3)
( �3000, �4.00), ( �2400, �2.32), ( �1800, �1), ( �1200, �0.39), ( �600,
�0.12), (0.00, �1.11e-016), (600, 0.12), (1200, 0.3), (1800, 0.72), (2400, 2.08),
(3000, 4.00)
Entry continues until positive profits are driven to zero. Exit occurs until neg-
ative profits are driven to zero.

Higher Level:

Higher_Level_Capital(t) � Higher_Level_Capital(t � dt) � (Accumulation
� HLC_____Depreciation � HL_Services) * dt

INIT Higher_Level_Capital � 0
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INFLOWS:
Accumulation � Tax_1 � Tax_2 � Tax_3

OUTFLOWS:
HLC_____Depreciation � Higher_Level_Capital*.03
HL_Services � Control_Effort*Higher_Level_Capital
Control_Effort � 0.01
Share_or__Limit_2 � 0
Tax_rate_2 � 0.01
Tax_rate_3 � 0.01
Tax__rate_4 � 0.01

Human System 1:

Human_Made_Capital_1(t) � Human_Made_Capital_1(t � dt) � (HMC_
Growth_Rate_1 � HMC___Depreciation_1 � Tax_1) * dt

INIT Human_Made_Capital_1 � 10
This is accumulated profits or wealth.

INFLOWS:
HMC_Growth_Rate_1 � harvest_revenue-harvest_cost

OUTFLOWS:
HMC___Depreciation_1 � Human_Made_Capital_1*.00
Tax_1 � Human_Made_Capital_1*Tax__rate_1
harvest_cost � harvest_units*unit_cost
harvest_price � 10
harvest_revenue � harvest_price*NC__Harvest_1
Tax__rate_1 � 0.00
unit_cost � 500

Human System 2:

Human_Made_Capital_2(t) � Human_Made_Capital_2(t � dt) � (HMC_
Growth_Rate_2 � HMC___Depreciation_2 � Tax_2) * dt

INIT Human_Made_Capital_2 � 10
This is accumulated profits or wealth.

INFLOWS:
HMC_Growth_Rate_2 � harvest_revenue_2-harvest_cost_2

OUTFLOWS:
HMC___Depreciation_2 � Human_Made_Capital_2*.00
Tax_2 � Human_Made_Capital_2*Tax__rate_2

L1389_CH03I  11/16/00  4:53 PM  Page 54



Chapter three: Human-ecosystems interactions 55

harvest_cost_2 � harvest_units_2*unit_cost_2
harvest_price_2 � 10
harvest_revenue_2 � harvest_price_2*NC__Harvest_2
Tax__rate_2 � 0.00
unit_cost_2 � 400

Human System 3:

Human_Made_Capital_3(t) � Human_Made_Capital_3(t � dt) � (HMC_
Growth_Rate_3 � HMC___Depreciation_3 � Tax_3) * dt

INIT Human_Made_Capital_3 � 10
This is accumulated profits or wealth.

INFLOWS:
HMC_Growth_Rate_3 � harvest_revenue_3-harvest_cost_3

OUTFLOWS:
HMC___Depreciation_3 � Human_Made_Capital_3*.00
Tax_3 � Human_Made_Capital_3*Tax__rate_3
harvest_cost_3 � harvest_units_3*unit_cost_3
harvest_price_3 � 10
harvest_revenue_3 � harvest_price_3*NC__Harvest_3
Tax__rate_3 � 0.00
unit_cost_3 � 300

Profit-based Decisions
harv_unit_trend � TREND(harvest_units,5)*100

profit_trend � TREND(harvest_revenue-harvest_cost,5)
A trend is used rather than the most recent profit level because feedback from
the biological sector can cause the most recent profit level to produce a false
signal. A 5-year trend generates a somewhat slower response but tends to
search out the maximum much more reliably.

SOLE_OWNER � if profit_trend � � 0
then if harv_unit_trend � .01 then effort_rate else -effort_rate
else if harv_unit_trend � � .01 then effort_rate else -effort_rate
This is the profit maximizing solution. Simple search that assumes the rela-
tionship between profits and harvest units is a smooth single-peaked func-
tion.

effort_rate � GRAPH(ABS(harvest_revenue-harvest_cost-DELAY(harvest
_revenue-harvest_cost,1)))
(0.00, 0.01), (1000, 0.12), (2000, 0.28), (3000, 0.46), (4000, 0.68), (5000, 1.00),
(6000, 1.40), (7000, 1.84), (8000, 2.42), (9000, 3.20), (10000, 4.00)
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Assumes the change in the rate of harvest effort reflects the magnitude of
recent changes in the level of profits. If this response rate is set so that it is too
sensitive, effort changes will be consistently too large in both directions (but
with one dominating) and lead to a cascading increase or decrease in har-
vesting.

OPEN_ACCESS � GRAPH( harvest_revenue-harvest_cost)
(�3000, �4.00), (�2400, �2.32), (�1800, �1), (�1200, �0.39), (�600, �0.12),
(0.00, �1.11e-016), (600, 0.12), (1200, 0.3), (1800, 0.72), (2400, 2.08), (3000, 4.00)
Entry continues until positive profits are driven to zero. Exit occurs until
negative profits are driven to zero.

Sector 1:

CV_of_HMC � SQRT((.5*((Human_Made_Capital_1-Mean_HMC)� 2 �
(Human_Made_Capital_2-Mean_HMC) 2 � (Human_Made_Capital_3-Mean
_HMC) 2)))/Mean_HMC
Mean_HMC � Total_Human_Made_Capital/3
Total_All_Capital � Higher_Level_Capital � Total_Human_Made_Capital
� Total_Natural_Capital
Total_Human_Made_Capital � Human_Made_Capital_1 � Human_Made_
Capital_2 � Human_Made_Capital_3
Total_Natural_Capital � Value_of_NC*(Natural_Capital_1 � Natural_
Capital_2 � Natural_Capital_3)
Value_of_NC � 10
Value of Natural Capital in $ per unit

Not in a sector:

Transfer_12�Adjusted_Trans_Rate_12*(Natural_Capital_1-Natural_Capital_2)

OUTFLOW FROM: Natural_Capital_1 (IN SECTOR: Ecosystem 1)

INFLOW TO: Natural_Capital_2 (IN SECTOR: Ecosystem 2)
Transfer_23�Adjusted_Trans_Rate_23*(Natural_Capital_2-Natural_Capital_3)

OUTFLOW FROM: Natural_Capital_2 (IN SECTOR: Ecosystem 2)

INFLOW TO: Natural_Capital_3 (IN SECTOR: Ecosystem 3)
Adjusted_Trans_Rate_12 � if Share_or__Limit � 1 then Nat_Trans_
Rate_12 � (Nat_Trans_Rate_12 * (HL_Services/(50 � HL_Services)))
else Nat_Trans_Rate_12 � ((1 � Nat_Trans_Rate_12) * (HL_Services/
(50 � HL_Services)))
Adjusted_Trans_Rate_23 � if Share_or__Limit � 1 then Nat_Trans_
Rate_23 � (Nat_Trans_Rate_23 * (HL_Services/(50 � HL_Services)))
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else Nat_Trans_Rate_23 � ((1 � Nat_Trans_Rate_23) * (HL_Services/
(50 � HL_Services)))
External_Influences_1 � RANDOM(1,1)
External_Influences_2 � RANDOM(1,1)
External_Influences_3 � RANDOM(1,1)
Nat_Trans_Rate_12 � .1
Nat_Trans_Rate_23 � .1
Share_or__Limit � 1
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The interactions between an ecosystem and the human rules for the use of
that system can be very complex. This complexity makes it hard to design
foolproof and sensible rules. Here we explore a particular set of difficult
questions: What are the consequences of misunderstanding or misperceiving
the structure of populations we wish to exploit? What if the “scale” of natural
populations and their interactions do not match the scale of our decisions?
What if we think we are managing a single large population, when in fact
there are multiple, small, spatially discrete populations?

These are important and relevant questions. In the 1950’s and 1960’s,
many environmental programs were initiated at the national and interna-
tional level. As a consequence, both the theory and practice of environmental
and resource management have focused on a scale of authority appropriate
for national and international regulatory bodies. In fisheries, for example, the
first serious attempts at management began with the international organiza-
tions for the northwest and northeast Atlantic and the whale and the tuna
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commissions. With the advent of extended fisheries jurisdiction (i.e., the 
200-mile limit), national organizations took over much of the authority of the
international bodies, but often retained the same scale of regulation (gener-
ally over large areas involving thousands of square kilometers). Of necessity,
regulatory bodies operating at this scale are forced to ignore the fine-scale
aspects of the systems they regulate.

The poor performance of regulated ocean fisheries provides ample reason
to question the scale of regulatory attention. A number of recent papers
(Hutchins and Meyers, 1995; Ames, 1996; Wilson et al., 1998; Sinclair, 1988)
have focused attention on the existence of populations at a smaller scale than
that usually managed by national or international regulatory authorities. The
usual thrust of these arguments is that regulatory regimes that ignore smaller
scale events and phenomena such as habitat and local stocks may lead, inad-
vertently, to the erosion of the spatial structure of a population and the deple-
tion of the resource. Put differently, scale misperceptions might lead 
to a different form of overfishing than that usually hypothesized. In particular,
rather than overfishing simply by harvesting too many fish, it may be possible
to overfish by inadvertently destroying the spatial structure of a population.

The existence of localized spawning groups for a number of important
species has been known for a long time (Sinclair, 1988). But are these local-
scale spawning groups relatively distinct populations, together forming the
“structure” of the larger fishery of which they are a part? If so, they may need
to be managed separately. Or, are these groups simply the spatial expression
of a larger population, in which case it may be appropriate to ignore the local
particulars? The principal question is really: At what scale (or scales) should
fishery management operate?

Many marine biologists have argued that localized populations (and
thus issues of scale) are irrelevant to management because of the high rates
of larval mixing among marine populations (Forgarty et al., 1997). If a local
population is extinguished, it is likely that its population space will be
quickly recolonized by members of other populations. In this view, because
the population is panmictic, there is no need to manage local populations
separately. From the management perspective, only the aggregate popula-
tion is relevant for the application of restraints or rules. If this view of popu-
lation behavior is correct, then the scale misperceptions with which we are
concerned would appear to have no practical impact.

An alternative view, the metapopulation perspective, is more common
among terrestrial ecologists (Gilpin, 1996). In metapopulation theory, a local
population is relatively discrete and reproductively separated to some
degree from other local populations. The reasons for the separation might be
genetic, imprinted, or learned behavior that brings members of the local
population back to the same spawning site. However, fidelity to spawning
grounds is imperfect and a few members of any population may well stray to
other populations. If local populations are extinguished due to natural or
man-made causes, strays from other proximate populations can wander to
the spawning site and recolonize the population “space,” although more

L1389_CH04I  11/15/00  12:42 PM  Page 60



Chapter four: Scale misperceptions and spatial dynamics 61

slowly than in panmictic situations. If local extinction is rare, recolonization can
restore the spatial structure of the metapopulation and maintain its resiliency in
the face of local extinctions. However, if the extinction rate of local populations
exceeds the recolonization rate, the resilience of the metapopulation is eroded.

From a management perspective, a metapopulation differs from a pan-
mictic population principally in terms of (1) the causes or patterns by which
fishing might bring about the collapse of a large population; (2) the speed of
recolonization; and (3) the mechanisms by which local and large populations
can, or are likely to, rebuild on their own or through human intervention.

All of these differences are critical to appropriate strategies for the man-
agement of fisheries. A panmictic population, for example, is reduced simply
by taking too many fish from the entire (aggregate) population; only the total
take, not its spatial distribution, matters. Rebuilding a panmictic population
should depend principally upon the normal spawning and recruitment
processes of the population and, as a result, can occur quite rapidly so long
as fishing leaves an adequate spawning biomass. The pattern of collapse of a
metapopulation through fishing can be best summarized as “piece by piece”
disappearance until the overall population structure is reduced to frag-
mented remnant local populations. A metapopulation may take a long time
to recover from over fishing and local population extinction, depending
upon the factors governing recolonization (especially how potential in-
migrant members of the population acquire the behavior that leads to spawn-
ing site fidelity). Management strategies for rebuilding metapopulations may
depend upon knowledge of behavioral and other aspects of a species’ life his-
tory, factors about which we now have little firm knowledge.

While answers to these questions are critical to the design of appropriate
management regimes, it is almost impossible to obtain sufficient empirical
data to test these hypotheses. One can, however, build models of panmictic
and metapopulations to explore these questions. Consequently, here we
explore a series of illustrative models in which local populations—modeled
as either panmictic or metapopulation structures—are managed as if they
composed a single large population. These models are a dynamic version of
the generic bioeconomic model of a single stock (Clark, 1976; Anderson,
1986), and are used to investigate the circumstances under which common
regulatory procedures might lead to depletion of the fishery.

4.1 The model
The basic model used here is an extension of the one used in the previous chap-
ter. The principal differences between this and our earlier model are (1) the
populations are arranged in an implicit “triangular” spatial structure that
allows fish from any of the three populations to move directly to either adja-
cent population, and (2) we examine the different ways these populations
might interact—i.e., as a panmictic population or as a metapopulation—under
various rules that managers might use in the fishery (i.e., open access, constant
percent quota, and sole ownership).
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In each version of the model the three “local” populations are given iden-
tical carrying capacities. As is common in fisheries management (Sinclair,
1988), the regulatory authority perceives or treats the three local populations
as if they were a single unified population and manages accordingly.
Typically, this management approach is based on (1) the assumption that
populations in the ocean have a high level of mixing and consequently act as
if they were single populations, and/or (2) the often high costs and difficulty
of monitoring and assessing separate populations (Forgarty et al., 1997).

The model implements the three management rules in ways that tend to
dampen feedback from their (self) implementation, i.e., the rules are imple-
mented so that they do not, by themselves, tend to destabilize the system. The
open access rule is constructed so that when average profits per harvester are
positive, entry takes place; when average profits per harvester are negative,
exit takes place; obviously, when profits are zero, no entry or exit takes place.
Furthermore, the entry (or exit) response to non-zero profits increases non-
linearly as profits diverge farther from zero. This tends to prevent overshoot
and oscillations due to too many or too few boats relative to zero profits. This
formulation implicitly assumes boats and operators entering and exiting the
fishery have no problem finding alternative employment, and that there are
no regulatory barriers that impede inward mobility. Additionally, it is
assumed there are no lags that might cause entry and exit to continually over
or undershoot the level of effort associated with zero average profits. We con-
sidered, but rejected, a rule that based entry and exit upon a trend in average
profits rather than just current average profits; this would have led to greater
stability in the model, but it violates the basic strategy behind open access
entry and exit (i.e., move before your competitor does).

The constant percentage quota rule is implemented as a simple transla-
tion of the number of fish to be caught (constant percent times stock size) into
the right number of boats to catch that number. Here also there are assumed
to be no barriers or lags that might impede the implementation of this rule or
contribute to a problem of overshoot or undershoot. In particular, it is
assumed that measurements of the current size of the stock(s) are without
error and are analyzed correctly with the resulting quotas implemented in a
timely fashion.

The profit maximizing sole owner rule is implemented as a search
process that compares “the owner’s” past actions (adding vs. subtracting
boats) with the subsequent results (more or less profit). The rule uses a 5-year
trend to allow the impact of more or fewer boats to work its way through all
the fisheries so that the sole owner can sort out signal from noise in circum-
stances when populations are variable. This way of implementing the profit
maximizing rule tends to slow the rate at which maximum profits are
achieved, but has the advantage of being much more robust (in the sense of
finding the true maximum rather than some local maximum) and stable in
circumstances of high population variability.

All three of these rules could have been designed with alternative for-
mulations that might be argued to be more realistic, e.g., “sticky” entry and
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exit, errors and delays in measurement, and so on. However, our objective
here is to isolate problems that arise because of a misperception of scale.
Consequently, we have tried to minimize the kinds of dynamic problems that
might arise if these management rules were more “realistic” so that we might
better recognize any scale-related problems.

The two population types are differentiated from one another in a very
simple way. In panmictic populations no critical minimum population size is
specified but for the metapopulation versions a critical minimum size was
specified for each of the local populations. This was always set at .05 of car-
rying capacity, K. This size assumes that below the critical minimum, there
are too few individuals in the local population either to attract conspecifics or
to spawn successfully. When that critical minimum size is reached, both
recruitment and in-migration cease and the local population is eventually
extinguished. The model does not contain a mechanism for recolonization
after extinction occurs. This treatment thus mimics short-term metapopula-
tion dynamics in which extirpated local populations are rarely recolonized,
and illustrates nicely the effect of local extinctions.

The long-run dynamic of each local population is characterized by a
Schaefer stock/recruitment relationship:

St�1 � rSt(1 � St /K) (4.1)

where St is the population numbers at time t, r is the intrinsic growth rate of
the population, and K is the carrying capacity stated in terms of the maxi-
mum number of individuals in the population (see Figure 4.1). Taken by
itself, the equation states that the population in the current period is a func-
tion of the size of the population in the previous period. At low population
levels the population experiences rapid growth, but at high population lev-
els the rate of growth declines until it reaches zero at a population level cor-
responding with carrying capacity. At its carrying capacity, K, there is no
tendency to change and the population is in a stable equilibrium. As men-
tioned above, in the metapopulation version, the recruitment relationship is
modified with a requirement for a critical minimum population size.

In addition to recruitment, each local population is affected by move-
ments of fish to and from adjacent populations and by withdrawals due to
harvesting. The basis for movement between populations is defined as:

Transa,b � transrate * (Sa/Ka � Sb/Kb) (4.2)

where the amount of transfer or migration between populations a and b is
given by a transfer rate, “transrate,” which is a function of the difference in
the density (relative to carrying capacity) of the two populations. At a value
for “transrate” of 0.5, fish achieve a free distribution within one period; at a
value of 0.0, fish cannot move between populations.1

1At values above 0.5 the movement of fish tends to overcompensate for density differences
among the populations and leads to large cyclical swings. We limit tests of the model to values
at or below 0.5.
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The harvest rate for each local population is determined by the effort
allocated to that population. In each period of the simulation, changes in
the total level of harvesting effort (i.e., for all three populations) are deter-
mined by the centralized management authority using one of the three har-
vest rules described above. Total effort is then allocated to each population by
a mechanism that allocates the sum of (1) changes in total fishing effort, and
(2) a specified portion of existing effort, given by “switchrate,” so that profits
per boat are equalized in each of the three local fisheries. In other words, the
management rule determines the overall level of effort for all three fisheries
taken together, but the allocation of effort to each of the three fisheries is dri-
ven by the relative profits earned by boats fishing each local population.
When the value of the variable “switchrate” is equal to 0.5, fishermen achieve
a free distribution quickly; basically, fishermen are free to move boats and
equipment and rapidly equalize profits in the three local fisheries. When
“switchrate” equals zero, boats are confined to the fishery to which they were
initially assigned and profits are not equalized except by chance. This for-
mulation of the model assumes that fishermen are able to perceive the small-
scale population structure that managers either fail to perceive or choose
to ignore.

The third factor determining harvest rates is the efficiency of harvest,
where efficiency is measured in terms of percent of the population harvested
annually by a single boat. Efficiency is assumed to be partly due to the num-
ber of other boats in the fishery (the more boats the less efficient each boat)
and the behavioral characteristics of the fish in the populations which alters
search costs, especially as populations decline. Finally, harvest rates for each
of the three local populations are also partly determined by the differences in
the costs of harvesting each local population, i.e., differences in costs lead to
differences in profits and eventually to differences in the allocation of effort
to each local population.

Given this description of the model, we return now to the broad question
we wish to ask: Does management misperception of the appropriate popula-
tion scale make a difference? And, if so, under what circumstances? Our orig-
inating premise was that the underlying population structure—whether of
panmictic or metapopulation type—is likely to be an important differentiat-
ing circumstance. Also, given the way we have articulated the problem, our
intuition leads us to expect scale misperception problems when circum-
stances drive one or all local populations towards the critical minimum.
Broadly, these circumstances might be expected to occur when (1) “deter-
ministic” aspects of the model (e.g., an open access rule) would lead to low
population levels, and (2) when external or internal sources of variability also
contribute to low population levels. Following are several hypotheses about
when those circumstances might arise:

1. An open access rule is known from analytical models to lead to
depleted populations given sufficient market demand. It would seem
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reasonable, therefore, that an open access rule would frequently drive
populations into a range near the critical minimum and that
metapopulation structures would be especially vulnerable to this
management rule. On the other hand, analytical models indicate that
both the constant percent quota rule and the sole owner rule maintain
populations at relatively high levels well removed from the critical
minimum level. Consequently, one would not expect these two rules
to lead to scale misperception problems.

2. The ability of fishermen to switch easily between populations should
reduce the profit differentials between populations and the tendency
of a local population to be depleted. In other words, as a local popu-
lation approached depletion or extinction, profits should fall and
cause effort to move to healthier local populations, thereby providing
some measure of protection against management misperception of
the appropriate scale.

3. The extent of migration or transfer of fish from one population to
another should affect the viability of local populations; in particular, we
expect that high levels of movements of fish between populations would
tend to make the three local populations act like a single large popula-
tion. At low rates of interpopulation movement, one might expect indi-
vidual populations to be more vulnerable to depletion or extinction.

4. Differences in the cost of exploiting one local population relative to
another might create an economic preference that puts strong pres-
sures on, and might possibly deplete or extinguish, the least costly-to-
exploit population.

5. Finally, we would expect variability, whether generated as part of the
internal dynamics of the model or from external sources, to increase
the possibility of populations reaching critical minimum levels.

To test these expectations we initiated an extensive series of sensitivity
runs that covered a reasonable sub-set of the values of the relevant variables.
The general method behind our explorations was to start with a set of 
parameter values, or circumstances that generate a dynamic solution that
mirrors or approximates the results expected from steady-state-analytical
models (Clark, 1976). Due to the complexity of the model, a steady-state
“base” of this sort helps greatly in the identification and analysis of more
complex dynamic behaviors.

Our first test was to compare our three-population panmictic model with
a “true” single population model. Our purpose was to see whether the migra-
tion of fish and fishermen in our panmictic model led to different results than
might be found with a “true” single population. We set the maximum migra-
tion rates for fish and fishermen to 0.25 (i.e., up to 25% of each population
could conceivably move each year). Both models produce similar time paths
for each of the three management rules (Figure 4.1); however, the numerical
results differ significantly.
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Figure 4.1 Baseline case: sum of all populations for three management rules.

Comparing Tables 4.1 and 4.2, it is readily apparent that all three rules
tend to result in lower stock sizes when applied as aggregate rules to the
three-population case. The reason for this is that the migration of fish and
fishermen from population to population tends to mask the true state of the
overall population. The migration of fish is always towards the smaller pop-
ulation. In the case of healthy populations—such as under the sole owner
and constant quota rules—the smaller populations generally tend to be the
populations with a higher growth rate. Consequently, migration tends to
raise the average growth rate of the system, leading to higher sustained har-
vests but at lower sustained population levels. This effect is interesting, but
is totally dependent upon the assumed parabolic shape of the recruitment
curve and so might be legitimately argued to be simply an artifact of the
model; there are few if any marine fish populations for which a recruitment
curve has been validated over the full range of population size, much less one
with a parabolic shape (Hall, 1988). The movement of fishermen from popu-
lation to population, on the other hand, leads to the preponderance of har-
vests coming from the largest or healthiest sub-populations. That is, as the
component populations vary in size, fishermen always move to the largest
populations; this increases their profits, but also contributes to higher sus-
tained average catches at lower average sustained population levels (com-
pare Tables 4.1 and 4.2).
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decision rule open access constant % sole owner
quota

avg. harvest as % of carrying 
capacity 11 23 22

avg. pop size as % of carrying 
capacity 18 61 59

decision rule open access constant % sole owner
quota

avg. harvest as % of carrying 
capacity 08 15 14

avg. pop size as % of carrying 
capacity 08 57 54

Table 4.2 Panmictic Population with Three Local Populations

Table 4.1 Single Population Model

In the case of the open access rule, however, the growth effects of migra-
tion work in the opposite direction (Figure 4.2). Here migration tends to
move towards stocks with lower growth, leading to significantly lower sus-
tained harvests than might be expected to occur in a true panmictic popula-
tion. In this instance, more significance might be attached to the result since
it does appear that at very low population levels some sort of recruitment
relationship exists (Hutchins and Meyers, 1995). In other words, given the
assumed migration of fish from stronger to weaker stocks and of fishermen
from weaker to stronger stocks, management’s misperception of a single
large stock might lead to an understatement of the severity of the overfishing
problem.

From this baseline we began to explore the model for sources of internal
dynamic variability. Two variables unique to the three-population structure,
i.e., the rate at which fish migrate between populations—“transrate”—and
the rate at which fishermen switch between populations—“switchrate”—are
important sources of internal variability. Sensitivity analyses for all combina-
tions of values of “transrate” and “switchrate” of 0.0, 0.1, . . . 0.5 were run.
These runs point to an interesting internal dynamic in the model, namely, as
fish and fishermen attempt to adjust at varying rates towards a “free distri-
bution” or “equal profits,” there tends to be some overshoot since movement
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Figure 4.2 Population growth and migration recruitment/growth rate.

from two populations towards one is uncoordinated. Figure 4.3 shows how
this internal dynamic affects the three populations. In this instance, the
results were for an open access rule in which fish were restricted to their orig-
inating population, but up to 25% of fishermen were free to move between
populations each year. Similar results arise when fish are free to move
between populations. Clearly, this aspect of the model points to a mechanism
that might contribute to populations approaching the critical minimum.
Other sources of internal dynamic variability (not illustrated here) include:

1. The intrinsic growth rate of the population, r. In the steady-state ver-
sion, r is set at 1.0 for all three local populations. At a value for r in the
vicinity of 2.00 large periodic fluctuations in the local populations
begin to occur. At values around 4.0 chaotic fluctuations start 
(the exact value at which periodic and chaotic fluctuations occur
depends upon the amount of harvesting, May, 1974). In all the exam-
ples that follow a value of r � 1 was used for all three local populations.

2. The reaction time and rates of response of decision makers are nor-
mally set so they will yield a steady-state solution. However, when
delays in the receipt or analysis of information, or when there are
errors of measurement or when a host of other factors are incorpo-
rated in the model, all three decision (or management) rules consis-
tently tend to overshoot or undershoot their effort targets, leading to
circumstances of high variability. Again, in all the examples that
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Figure 4.3 Periodicity in populations arising from migration of fishermen.

follow, model formulations consistent with a steady-state solution
were used in order to exclude these sources of variability.

Additionally, one would expect a fishery of this sort to be subject to a
variety of external sources of variability—weather, human intervention, etc.
If all external and internal sources of variability were included in the model,
it would yield results that are almost immune to analysis. Consequently, in
the descriptions of the model from this point on, we restrict the variability in
the model to two sources: variability due to interpopulation movements by
fish and fishermen, and external variability that affects only recruitment to
the population.

4.2 Testing hypotheses
Hypothesis 1: Does the management rule make a difference? The answer to
this question is clearly yes—but only if the system is subject to some (internal
or external source of) variability. To illustrate the importance of variability we
re-ran the baseline model with levels of externally induced recruitment vari-
ability ranging from 0 to 200 percent. (This is not as high as it might seem. In
a typical run, 200 percent recruitment variability results in average population
variability from year to year in the range of 20 to 25%. The figure is greater for
the open access case, in which the fishery is heavily dependent upon recruit-
ment, and less in the sole owner and constant quota cases where high
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standing populations provide more of a buffer.) In the panmictic case with the
open access rule (not shown) local populations frequently fall to very low lev-
els and then rebuild only very slowly. In the metapopulation case with the
open access rule, extinction of populations begins to occur with recruitment
variability as low as 10% (see Figure 4.4a). Here the model leads us to con-
clude that results of open access are likely to be worse than expected when the
panmictic case is compared with a single population case, and far worse in the
metapopulation case.

The other two management rules tend to be more robust in the face of
recruitment variability, but they also begin to yield extinctions in the
metapopulation case when recruitment variability reaches 60–100% (Figures
4.4b and 4.4c). Since these are rather low levels of variation for marine sys-
tems, the model strongly suggests that rules that are optimal for single pop-
ulations may lead to extinctions of local populations (that may be interpreted
as the depletion of a single large population) when there is a scale misper-
ception problem.

Hypotheses 2 and 3: Does the migration of either fish or fishermen tend
to protect local populations against depletion? In both instances the answer
is yes, up to a point. If, by chance, one of the local populations declines,
migration of fish will tend to reinforce that population and at the same time
fishermen—attempting to equalize profits—will desert the population and
move to others where densities and profits are higher. Consequently, the

Figure 4.4a Population extinction and harvest: open access with metapopulations.
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Figure 4.4b Population extinction and harvest: constant quota with metapopulations.

Figure 4.4c Population extinction and harvest: sole owner rule with metapopulations.

migration of both fish and fishermen tends to stabilize, or protect, local pop-
ulations. The extent to which this is true depends upon the rate at which
migration can take place. At very low permitted rates the protection effect is
very weak. So long as there is little or no variability in the local populations
this is not a problem; however, with almost any level of variability present,
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local populations tend to be more vulnerable to extinction than they are with
moderate permitted migration of either fish or fishermen. At high permitted
rates, the migration of either fish or fishermen can have a strongly destabi-
lizing effect. Consider a situation in which fish are perfectly mobile and dif-
ferences in the density of fish occur between local populations. Assume two
populations, a and b, are of equal density and the third, c, is of lower density.

Switchrate (boats)

Transrate 0.0 0.1 0.2 0.3 0.4 0.5
(fish)

0.0 0.18 0.17 0.18 0.12* 0.09** 0.00***

0.1 0.18 0.18 0.17 0.17 0.05** 0.00***

0.2 0.18 0.18 0.17 0.17 0.12* 0.00***

0.3 0.18 0.18 0.11* 0.13* 0.00*** 0.00***

0.4 0.18 0.18 000.17 0.13* 0.12* 0.00***

0.5 0.18 0.17 0.17 0.11* 0.08** 0.00***

1The number in each element of the table gives the average population as a percent of carrying capacity.
*’s indicate the number of extinguished populations.

Table 4.3a Population Size as a Percent of Carrying Capacity, (Open Access,
Metapopulation, with Recruitment Variability � 0)1

Populations a and b respond independently to this difference; if the “permit-
ted” migration rate (transrate) is high enough, both populations would tend
to send enough migrants to c to erase the density differential. The result is
twice as many fish moving to c as would be necessary to actually equalize
densities and, consequently, large periodic swings in all three populations
would begin. The same is true for fishermen migrating in response 
to unequal profits. From the human perspective this kind of destabilizing
behavior is a watery equivalent of the hog cycle; it is not hard to imagine
fishermen outsmarting themselves by collectively overreacting. Whether 
fish are this smart or not is hard to say. Whatever the case, the model 
does suggest that there are circumstances where this kind of behavior could
destabilize a fishery that management incorrectly perceived to be a single
large population.

Hypothesis 4: Do differences in the cost of exploiting one local popula-
tion relative to another make a difference? The behavior of the model
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indicates that this is likely to be much less of a problem than we had antici-
pated. The reason, very simply, is that the migratory behavior of both fish
and fishermen (at moderate levels, i.e., ‘transrate’ and’ switchrate’ �
0.10–0.25) tends to protect populations that might otherwise be subject to
heavy pressures. For example, if a population is fished heavily relative to oth-
ers, its density and numbers fall, then fish from other populations tend to be
attracted via migration and fishermen tend to be repelled by falling profits.
Of course, as pointed out above, migration of both fish and fishermen can
overcompensate, destabilize the fishery, and lead to a greater chance of
extinction.

4.3 Conclusions
Our interest in scale misperceptions arises from the historical events 
that have led to the large-scale management of fisheries when, at the same
time, there appears to be strong evidence that spawning for many fishery pop-
ulations is relatively localized. This misperception of the appropriate
ecological scale, on its face, could possibly lead to serious management
problems. Consequently, we reformulated the basic model we have been using
so that it was capable of investigating the implications of scale misperceptions.
Our intention was to use the model to put a little more logical “meat” on our
intuition that these misperceptions might lead to management problems.

What we found was that the extent of the problem depends greatly 
upon the kind of population structure assumed for the observed localized

Switchrate (boats)

Transrate 0.0 0.1 0.2 0.3 0.4 0.5
(fish)

0.0 0.18 0.17 0.18 0.12* 0.09** 0.00***

0.1 0.16 0.12 0.10 0.09** 0.00*** 0.00***

0.2 0.14* 0.11* 0.09** 0.18 0.00*** 0.00***

0.3 0.14* 0.08** 0.18 0.00*** 0.00*** 0.00***

0.4 0.13* 0.15* 0.08** 0.13* 0.00*** 0.00***

0.5 0.14* 0.04** 0.13* 0.00*** 0.00*** 0.00***

2The number in each element of the table gives the average population as a percent of carrying capacity.
*’s indicate the number of extinguished populations.

Table 4.3b Population Size as a Percent of Carrying Capacity, (Open Access,
Metapopulation, with Recruitment Variability = 0.25)2
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spawning groups. When local populations are modeled as if they were a
panmictic population, that is, one that mixes freely and uses local spawning
areas in some proportion to its overall state, scale misperceptions tend to 
lead to fewer management problems. The model suggests that there might 
be a tendency for standard management approaches to understate the
extent of overfishing at low population levels, but this conclusion is weak,
at best.

On the other hand, when local populations were modeled as a metapop-
ulation, that is, one in which local spawning groups are relatively indepen-
dent of one another, our results suggest management misperceptions of
appropriate scale might be a serious cause of overfishing. In particular, under
conditions of high variability, which are very common in marine popula-
tions, all three management rules tended to lead to the “piece by piece”
reduction of the overall metapopulation. The open access rule, which we
used as a worst case comparison, leads to the quick extirpation of localized
stocks. The constant percent of stock quota and the sole owner rules, which
are generally considered to be “optimal,” proved to be much more robust
than the open access rule, but also led to the “piece by piece” reduction of the
overall metapopulation even with moderate levels of fishing effort and pop-
ulation variability.

These conclusions direct our attention to another way that overfishing
can occur. Conventional wisdom and the standard scientific view of over-
fishing involves catching so many fish that a population cannot sustain itself.
Our model suggests that overfishing can occur when we misperceive the
appropriate scale at which populations operate. Under these circumstances,
what are thought to be optimal rules can lead to the destruction of local sub-
stocks even though only moderate levels of fishing effort are employed. The
further implication is that the avoidance of overfishing may involve much

Steady state Panmictic Population Metapopulation
Normal Sensitivity Normal Sensitivity

Variables** values Value Range Value Range

transfer rate 0.00 0.25 0–0.5 0.25 0–0.5
switch rate 0.00 0.25 0–0.5 0.25 0–0.5
cost differences 0.00 0.00 0–100 0.00 0–100
critical minimum 0.00 0.00 n.a. 0.05 n.a.
recruitment variability 0.00 0.00 0–200 0.00 0–200

**Transfer rate—‘transrate’—gives the maximum proportion of fish that can migrate from one popula-
tion to another. Switch rate—‘switchrate’—gives the maximum proportion of boats that can switch
from one to another population. Cost differences—‘cost diff’—gives the percent differences in the costs
of fishing each of the three local populations. Recruitment variability—‘vary’—gives the maximum
percent random variation around the calculated level of recruitment.

Table 4.4 The principal variables for each version of the model, their default or
normal values and the range of values for which sensitivity runs were
conducted.
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more than simply catching only the “right number” of fish. We may need to
pay attention to the structure of local populations and the habitat and other
biotic and abiotic factors necessary for their continued existence. This implies
an emphasis on where, when, and how fishing takes place rather than simply
an emphasis on the “right number” to catch. From a social perspective, the
model strongly suggests a need to move away from our current emphasis on
centralized management organizations, and to cultivate the growth of com-
plementary local management organizations that can deal effectively with
local ecological phenomena.
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In the cases explored in Chapters 3 and 4, human actors inherit and exploit
an ecosystem where the stock of natural capital has an initial value, and the
flow of units is primarily affected by natural processes and human harvest-
ing activities. The major focus of the rules examined in those systems is
related to restrictions placed on harvesting activities. In this chapter, how-
ever, we focus on how the use of some ecosystems requires human actors to
design, construct, and operate physical capital that changes the relationships
among the stocks and flows of the natural system. In the development of irri-
gation systems, for example, individuals invest in planning engineering
works that divert water from its natural courses, store water for future use,
or extract water from subsoil deposits. After these major works are con-
structed, farmers must also construct channels that distribute the water to
secondary channels or directly to the farmers’ fields. Quite often it is neces-
sary to level the land in order to distribute water uniformly over agricultural
fields. These costly investments in physical infrastructure change the struc-
ture and operation of the biophysical system itself.

Achieving the long-term benefits of these major investments in physical
capital depends on finding ways to operate and maintain the system year
after year. To do this, someone—either a government agency or the farmers
themselves—must invest time and energy in designing rules that allocate
water to those who will be using it, determine how they should contribute to
the cost of operational and maintenance activities, and create the incentives
to insure that individuals actually follow these allocation and maintenance
rules. Otherwise, natural processes lead inevitably to the deterioration of the
physical works and eventually to their breakdown and collapse.

Investing in irrigation infrastructure involves two types of activities and
time frames. The first investment is in the design and construction of engi-
neering works, and the principles are well understood. Many talented peo-
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ple are attracted to the study and practice of engineering major irrigation sys-
tems. In deciding whether a system should be built or not, engineers use stan-
dard methods for calculating annual benefits and costs. From these data, they
ascertain the expected rate of return (for a set time horizon such as 25 or 50
years) using a standard discount rate. Projects with a positive rate of return
are then candidates for funding and construction.

The second investment is in the human organization needed to operate
and maintain the constructed system. This process occurs year after year.
Here the principles are not as well understood and are almost never taught
in schools of engineering or planning. These principles relate to the design of
rules that enable organizations to sustain themselves and the physical capital
to which they are related over a very long time frame. Frequently, the farm-
ers are expected to do this themselves. And farmers’ organizations are fre-
quently successful in overcoming the serious problems of collective action
that they face in finding ways to make continued investments in the opera-
tion and maintenance of the irrigation works on which they depend. Many
irrigation systems, however, do not generate the expected long-term returns
due to a failure to achieve an effective organization. The costs of making these
investments are almost never taken into account in designing the physical
works nor in calculating the overall rate of return for investing in irrigation
infrastructure. In this chapter, we study both aspects of the investment in irri-
gation infrastructure and some of the many challenges that must be over-
come to make these investments sustainable, efficient, and equitable over the
long term.

5.1 Evaluative criteria
Water is a scarce resource. Whether to allocate water in one form or another,
in one area or another, and in a large or small quantity, are important ques-
tions needing careful consideration. Harvesting activities discussed in the
earlier chapters require certain harvesting implements. But those are fre-
quently of nominal cost. In comparison, the cost of physical structures
required for harvesting of water resources are substantial, making the ques-
tion of efficient use of scarce financial resources a serious issue. Whether to
use available finance for this or that project is a crucial decision. In short, both
water and finance—as scarce resources—should be used efficiently. Some
projects have faced severe problems because of waterlogging and salinity. By
now, it is well recognized that the meaning of efficiency should be extended
to include environmental features as well. Efficiency, therefore, should be
understood as optimum use from both economic and ecological perspectives.
It should not violate the sustainability of the ecosystem.

Sustainability has an additional meaning here. Investments once made
cannot be easily dismantled. Even though considerable care is taken when
planning for the construction of new infrastructure facilities, the operation of
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actual irrigation systems frequently differs substantially from initial plans.
This is especially a problem in regard to large-scale, donor-assisted, govern-
ment-constructed irrigation systems in developing countries. The construc-
tion of irrigation infrastructure, once commissioned, does not guarantee
proper performance. All irrigation systems need recurring inputs for their
operation and maintenance. If operations and maintenance activities are not
undertaken properly, the irrigation system itself collapses in a short while. As
was noted in Chapter 1, sustainability in general means that “human
resource users avoid major disruptions and collapses and can hedge against
instabilities and discontinuities.”

Three criteria are frequently used for assessing investments in irrigation
infrastructure: efficiency, sustainability, and equity. They are complexly
related. The models described in this chapter give us an excellent opportu-
nity to explore the interrelations of the three criteria. We have developed a
series of simplified models of the stages of development that such projects go
through. The first model—the planning model—is based on the biophysical
factors that affect the design of the physical structure of an irrigation system.
The planning model represents the type of thinking that design engineers use
when planning and constructing a project. In this Stage I Model, the techno-
logical milieu and local physical conditions are considered to be of major
importance. We introduce here how decisions about the construction of irri-
gation systems take into consideration issues of efficiency and sustainability
(including both infrastructure and ecosystem meanings of sustainability).

We then examine a Stage II Model, representing the operational phase.
When the planned physical infrastructure is implemented, it now functions
under real conditions that are not identical with those assumed in the plan-
ning stage. Therefore, the actual working of an irrigation system after com-
missioning may differ from the way it was designed to operate. Water
availability is often not the same as planned. The estimate of the average flow,
which is the basis of project formulation, might have been an overestimate or
an underestimate. It might have changed during the functional stage of the
project because of changes in the upper reaches of the source flow. Further,
project estimates are normally based on some average flow estimates. Year-
to-year variations occur. Crop output is determined not only by water avail-
ability, but also by such features as soil quality, nutrient availability, and
evapotranspiration effects. As the heat index varies from year to year, evap-
otranspiration rates vary along with it. The productivity of water does not
remain the same every year. Even if water supply is regular and absolutely
certain, the consequences may vary for many other reasons.

Probably the most significant difference is that the water is actually used
by the farmers. Water users may not take exactly the same actions as envis-
aged in the planning stage. The differences need not occur only because of
their inefficiencies, though that cannot be ruled out. Sometimes, farmers have
very different objectives from those of the project planners. Changes from
planned operations may happen for a positive reason—the farmers may be
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trying to cope with altered or varied situations. At other times, the farmers
may use their wider knowledge or adopt new techniques. The actual perfor-
mance of irrigation systems, therefore, differs from the envisaged plans.
Sometimes the project may perform better than originally projected, some-
times worse. We examine some of these differences in a Stage II Model.

In discussing the operational phase, we then focus on how individual
decisions and collective action are related in this kind of coupled system. No
irrigation system operates without continuous effort by individuals to main-
tain the constructed and natural capital and to distribute the water itself to
those who apply it to their fields. Is it not possible for them to extend these
efforts to organize themselves to solve their joint problems as well? We
include an institutional investment variable so that we can systematically
explore the relationship among building more effective institutions, the rules
that are developed, and their effects on the performance of the infrastructure
investments in terms of both efficiency and sustainability. In addition, we
explore the effects of institutional investments on equity among farmers.

5.2 Growth pattern: crop-water relationships
As in Chapter 3, we start with the growth rate of the natural product. The
harvested product in this chapter is the crop output of irrigated agriculture.
Crop productivity depends on a multitude of factors like area cultivated,
crop chosen, water used, climatic peculiarities of the region, the soil type, the
rainfall or humidity pattern in a particular year, farmer practices like weed-
ing or the use of fertilizer, and even sudden calamities like pest attacks. Many
of the factors listed in the “global” section of Chapter 9 affect productivity.
Many researchers have studied the effects of one or the other of these factors.
But the literature does not contain a single production function that combines
all these studies. Therefore, it was left to our discretion to adopt one. In
Appendix 5.1 we explain the grounds for adopting a particular expression for
the crop-water relations.

To keep the present model simple we have chosen only a few factors. The
two major inputs of agriculture, land and water, are obvious choices. With
two factors, output can even be expressed in terms of a Cobb-Douglas pro-
duction function, or something similar. However, such a production function
implies that output can be increased indefinitely by increasing either or both
of the factors. Farmers everywhere know that this is not the case. Generally,
as water application increases, crop yields increase until reaching a maxi-
mum output. After that, continued water application results in an eventual
decrease of production. We have used a function that depicts this relation. We
have disregarded other factors and have explained the behavior in terms of
evapotranspiration alone.

Evapotranspiration refers to two physical processes—evaporation and
transpiration—that result in the loss of water to the atmosphere. Evaporation
entails the loss of water from the soil surfaces, while transpiration refers to
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the loss of water from the cuticle or stomatal openings on leaves of plants.
Because of the difficulty in estimating evaporation and transpiration sepa-
rately, the two processes are almost always lumped together under the term
“evapotranspiration.” Accounting for the loss of over two-thirds of the pre-
cipitation in the U.S., evapotranspiration is a critical component of the hydro-
logical cycle and an equally important factor in crop production (Dunne and
Leopold, 1978).

We express the crop production function (or crop-water relationship) as:

Y � Ym [1 � f(1 � (w/AWC)n)]; 0 � Y � Ym, (5.1)

Where Y is the output per unit of land, w is the water applied per unit of land,
Ym is the maximum of Y corresponding to w � AWC, the maximum amount
of water the soil can hold, and f and n—two parameters that are held constant
in the Stage 1 Model. The parameter, f, represents the yield response factor
based on the type of crop and affects the steepness of the initial response
curve as shown in Figure 5.1. We have used the value of 1.5—after consult-
ing empirical data about the yield response of wheat in the central United
States. Since the data are not representative of all crops, nor are they available
in terms of price, we used a round figure closest to the exact parametric value
obtained by fitting the data. The variable, n, depends largely upon meteoro-
logical and environmental conditions. This parameter has been set at 0.2 for
all of the models discussed herein as it represents the midpoint of known
empirical relationships (See Appendix 5.1). As shown in Figure 5.1, the crop
water relationship is defined only within a range 0 � Y � Ym due to the fact
that productivity can never be negative or above the possible maximum.

5.3 Stage I model: the engineering planning stage
As introduced at the beginning, ecosystem use through irrigation activity is
conditioned by the completion of a physical infrastructure. Interaction begins
at the construction stage. Using their technical expertise, and the necessary
data about the locality, experts formulate technically feasible project propos-
als. Whether a project is worth undertaking or not must depend on its being
rewarding enough, in some sense. In most cases, project selection involves
the use of a cost–benefit analysis of financial investments for the infrastruc-
ture. If the proposed project is expected to bring in sufficient returns, it is
considered economically viable. If it is not sufficiently rewarding, it is
rejected and the proposed course of interaction is abandoned. In this section,
we introduce the underlying consideration in planning and selection proce-
dures for irrigation projects. In keeping with the framework presented in
Chapter 1, the general structure of the Stage I Model is to have three basic
subsystems: an ecosystem, a human system, and an interaction system (see
Figure 5.2). We have followed the same scheme.

L1389_CH05I  11/15/00  12:43 PM  Page 82



Chapter five: Irrigation infrastructures 83

0

50

100

150

200

250

300

350

400

450

0 0.5 1 1.5 2 2.5

Water Applied (ft. per acre)

C
ro

p
 Y

ie
ld

 (
$ 

p
er

 a
cr

e)

f=0.75 f=1.5

Figure 5.1 As water application per unit of land increases, the yield rate of
a crop increases, rapidly at first, then gradually, finally reaching a maximum
after which further application of water does not increase yield. Two hypo-
thetical crops, with diffent types of response to water application, are shown.
For both of them, the efficient water application rate in this graph is 1.8 ft. per
acre producing a maximum yield per acre worth $400.

Figure 5.2 The general framework for linking human systems and ecosystems is
here applied to the initial design phase of an irrigation system.
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5.3.1 Ecosystem

As indicated, we consider only three ecosystem variables: land, water, and
evapotranspiration. The model shows how they interact in project proposals.
Arable land, not the geographical area per se, is of relevance to irrigated agri-
culture. Arable land in the locality is a stock; it may be increased by reclama-
tion and may decrease due to soil degradation or erosion. Water availability
in a region is a flow variable. Usually, only a part of the total water available
in a region is appropriated, and thus the remainder flows downstream.

5.3.2 Interaction

An irrigation project transforms parts of the arable land to irrigated land.
Crops grown on this land bring in benefits, while the creation and cultivation
of such land involves costs. The benefits from an irrigation project arise not
by the mere fact of water appropriation, but by its successful use for various
purposes. Usually agricultural and other kinds of benefits (both direct and
indirect) are considered. In this simple model, we consider only the direct
(agricultural) benefits. The interaction sector therefore includes both irriga-
tion and agricultural activities.

From the considerations of the local conditions and technological possi-
bilities, a proposal envisages the crop that is likely (or desirable) to be grown
on the irrigated land. At the planning stage it is assumed that the water
appropriated will be used efficiently. That is, the farmers will apply water at
the optimum level based on crop type, average evapotranspiration losses,
and other environmental conditions (e.g., soil type). Proposals usually spec-
ify a recommended level of water application after considering several fac-
tors, particularly evapotranspiration rates in the locality. This can be
compared with the recommended harvest rule of Chapter 3. Although the
water application rate is not the same as the harvest, in the model used for
project formulation it determines the crop harvest. The recommended water
use per acre (Recom_Water_Appl) is a figure close to, but lower than AWC,
the maximum amount of water the soil can hold. The estimate of water
appropriable by the project (Amt_Appropriated) divided by the recom-
mended level of water application per unit of land leads to the estimate of
arable land that can be irrigated by the project. This is called service area or
command area (Irrigated_Land).

Irrigated_Land � Amt_Appropriated/Recom_Water_Appl (5.2)

By assuming that water will be used efficiently in operations stage, at the
rate of Recom_Water_Appl, project proposals predict productivity, usually
close to the possible maximum output per acre (Y_max). From this and the
estimates of Irrigated_Land, total agricultural benefits arising from the pro-
ject are estimated. The cost includes not only the cost of irrigation, but also
that of agricultural inputs—seed, fertilizers, etc. To account for these costs,
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projects include another parameter, Input_Cost (material input per output),
usually a constant.

A proposal must not only be technically sound, but should also include
estimates of cost of construction (Infrastructure). This is a cost that is incurred
only once, but can produce benefits year after year provided the infrastruc-
ture is sustained by regular maintenance. Deterioration may also occur due
to natural calamities or vandalism. Project proposals normally assume that
such incidents will not happen. But depreciation in the natural way is taken
into account. Usually it is assumed that regular depreciation occurs at the
rate of about 10% of the capital cost. Sustaining the project at its full capacity
over the long term implies that exactly this amount is used for maintenance
every year. So project proposals adopt a simple assumption that:

Maintenance � Depreciation (5.3)

This simple assumption is rarely met and is one among many assumptions
that may turn out to be problematic in the day-to-day operation of an irriga-
tion system over time. We will focus extensively on its implications and con-
sequences in the next section.

Release and distribution of water requires personnel and cost for engag-
ing them. This is called costs for operation of the system. One may regard 
the variable “Maintenance” in the model as “Operations and Maintenance”
(O & M). In most public irrigation projects it is expected that farmers them-
selves will, at a minimum, meet the O & M costs, for otherwise, the irrigation
project becomes an indefinitely long-term responsibility of the government.
For the farmers to meet the costs of operating and maintaining the system,
receiving contributions from all the beneficiaries is imperative and becomes
a collective action issue. At the project formulation stage, however, it is hoped
that no free riding will occur and that farmers will voluntarily meet the main-
tenance costs.

The interactions sector also includes the amount of water appropriated.
This is determined by the water availability in the region and the capacity of
the physical infrastructure. The capacity is expressed by a constant:

Appropriation_Rate � Amt_Appropriated/Availability_of_Water (5.4)

Water appropriated will be less if the physical structure deteriorates over
time. Since this is one of the major problems of irrigation systems, we have
dealt with this in the Stage II Model. At the proposal stage it is assumed that
the physical structure will be sustained at its full potential by regular main-
tenance. Hence Amt_Appropriated is taken as a constant at this stage.

The final variable is the all important rate of return. This is determined
by the discounted social benefit and the amount of infrastructure:

Rate_of_Return � Disc_Soc_Benefit/Infrastructure (5.5)
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This is the indicator by which the interaction possibility is evaluated. An eco-
nomically viable project has a rate of return above 1. The larger the rate of
return, the more attractive the project is as an investment opportunity.

5.3.3 Human system

The project generates some benefits through the use of water by human
agents. This part therefore, is the concern of Human System. Since it is
assumed that the water appropriated by the project would be used efficiently,
as optimal allocation per unit of land, it follows that estimates of the yield
rate are also given by this relation, as Y_max. Thus, the project proposal esti-
mates that:

Output_Produced � Irrigated_Land*Y_max (5.6)

Out of the financial return from output produced (since all output-related
equations are denominated in the same financial unit) some amounts have to
be paid for material inputs like seeds and fertilizers, and the maintenance
costs have to be borne. Thus, a project estimate shows the direct benefits as:

Net_Soc_Benefit � Output_Produced*(1-Input_Cost)-Maintenance (5.7)

The net social benefit occurs year after year against a project. Therefore, its
discounted average is considered to be the net social benefit. Usually the
bank interest rate is taken to be the discount rate for future benefits. In
STELLA notation, 

Disc_Soc_Benefit � NPV (Net_Soc_Benefit*Discount_Rate) (5.8)

In the design phase, the estimate of discounted social benefit is compared
with the cost as in equation (5). If the rate of return is sufficiently high, then
the project is accepted. Otherwise, it is not.

5.4 An overview of major assumptions
A list of the relations and values of parameters used in the Stage I Model can
be found in Appendix 5.2. We have considered a hypothetical project costing
$300,000 that appropriates 720 acre-feet of water annually from an estimated
flow of 2000 acre-feet through the region. The project planners estimate that
400 acres of land can be irrigated efficiently by the project. In other words, the
project has been planned to appropriate 36 percent of water flowing through
the region, to extend irrigation facilities to 20 percent of arable land in the
region, and to generate substantial benefit every year. For this demonstration
model we assume that only one crop is produced per year. If the project is
sustainable, it produces net benefits year after year, which may be aggre-
gated, after discounting, to obtain total net benefit. With a 5% discount rate,
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Figure 5.3 Results from a STELLA run with all assumptions consistent with
those made in the design phase. The depreciation of the system is assumed to
be offset by active maintenance, so that the value of the infrastructure
($300,000) would remain the same over time. The rate of return grows rapidly
in the early years and reaches 5.15 after 50 years and then slowly grows to 5.58
after 100 years.

the rate of return of the hypothetical project is 5.15 for a 50-year time horizon
and 5.58 for a 100-year time horizon (Figure 5.3).

5.5 Stage II model: the operational stage
Let us assume that the above project was actually constructed exactly as
planned. Such is not always the case, but we are not interested in studying
differences due to bad construction or poor planning. A project, no matter
how well-planned, is based on many approximations and expectations.
Realities differ. As a result, actual performances may significantly differ from
the projected performances. The Stage II Model (Figure 5.4) depicts the sce-
nario that the project faces after being commissioned. The following is a list
of differences from the Stage I Model (see Appendix 5.3 for more details).

• Water availability: Project planning was based on some estimate of
water flow. Even if the average flow during the operational phase
remains the same, the actual flow may vary from year to year. We now
model water availability in the region including variations in flow.

• Water appropriation: During the planning stage it was assumed that
the irrigation infrastructure would always be maintained properly. If
the infrastructure is not maintained properly, its capacity to appropri-
ate water from the source would not be the same as before. We include
the possibility of the irrigation system losing water appropriation
capacity because of deterioration.
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• Output variations due to climatic conditions and crop choice: An
implicit assumption in the planning stage was that a known crop will
be grown, under some fixed conditions, producing predictable yield
(Y_max). That does not happen in reality, and yield rates vary. In order
to predict the yield rates we explicitly include the crop water relations
in the Stage II Model. We allow for variability of the parameters f and
n in the crop-water relations so that different crops could be grown
and climate and environmental conditions could change.

• Inclusion of individual beneficiaries: In the operational phase, water
appropriated by the irrigation infrastructure is shared by individuals.
They are the ones who ultimately determine the performance of the
irrigation system. We have therefore, included individual farmers
with their objectives and decision-making processes. In this model we
have introduced two individuals (or, if desired, teams of individuals),
a substantial simplification of the reality of most systems. Farmer A
and Farmer B are independent individuals in many regards, but also
share some concerns which can be considered to be part of a social sys-
tem. Thus we split the Human System into three subsystems: the indi-
vidual farmers (A and B) on the one hand, and a Social System on the
other. The Social System represents the institutional relationships
among the farmers.

• Uncertainty in maintenance: The configuration for the individual sec-
tor is the same for all individuals. It should show their possession of
resources: land and water. Knowing these, and the crop chosen by
them, outputs can be predicted by using the appropriate crop-water
relation function. From their outputs, they meet their domestic
expenses, costs of agricultural inputs, and maintenance dues for the
irrigation structure. A rule must exist that fixes maintenance dues to
be paid by each farmer. Whether they pay the dues or not is a matter
of their independent decisions—we have included decision func-
tions for payments of maintenance dues in the individual sectors.
Maintenance is now a variable composed of the maintenance costs
paid by both farmers:

Maintenance � A:_Actual_Maintenance � B:_Actual_Maintenance (5.9)

There is no guarantee that maintenance will be sufficient to affect
depreciation, as was envisaged in the planning stage.

• Institutional investment opportunity: The Social System includes the
distribution parameters, how land and water resources are divided
between the two individuals. In addition, we have introduced an insti-
tutional investment variable that was not in the project formulation
stage. It reflects the amount invested by farmers for development and
maintenance of institutional structures to govern processes related to
the collective aspects of irrigated agricultural systems. This can be
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thought of as the value of the time and energy that the farmers invest
in meetings and other occasions to design their rules, to reflect on their
performance, and to sanction those who do not follow their rules.

After changing one or more of the parameters and relations of the Stage II
Model to reflect the variations likely to be seen in field settings, it is now pos-
sible to study how performance differs during the actual operation of sys-
tems located in diverse ecological, economic, and social environments.

5.6 Achieving optimal performance in an operational
phase: the benchmark

If throughout its period of operations the project faces an “ideal” condition,
then the predicted rate of return is achieved. What would be necessary in the
operational stage to achieve close to optimal performance? The ideal condi-
tions involved assuming that the flow of water, the type of crops grown, and
the meteorological conditions remain as specified in the planning docu-
ments; the area brought under irrigation is exactly 400 acres divided between
the two individuals; each farmer receives water proportionate to the farmer’s
irrigated land; and both farmers pay their maintenance dues regularly.
Meeting these conditions means that four of the variables in the Stage II
Model must have the following values since these were implicit in the calcu-
lations made by the planners: (1) Water_Flow_ Variation � 0; (2) n � 0.2; (3)
f � 1.5; (4) Ins_Inv_per_farmer � 0.

To achieve optimality, some of the other variables can take on any of
several values within a defined range. For example, the engineering plans
were based on the presumption that the total land to be irrigated was 400
acres. This could be divided between the farmers in multiple ways so long as
the total irrigated land did not exceed 400 acres. One way of setting up a
benchmark operational model is to make the following assumptions: (5) irri-
gated land of each farmer (Irrigated_Land ) � 200 acres, (6) output produced
is the maximum, and each farmer receives a fixed share of water
(A:_Fixed_Water_Share) � X, where X is a user defined share. Likewise, the
total arable land could have been divided between the farmers in various
ways. Here too we could have assumed that it is divided between the two
equally. Later, we want to study the consequence of a farmer converting even
more of his holdings to irrigated land than in the initial plans. Converting
1,000 acres when the area planned for acreage is only 200 acres seems too
extreme. So we have kept Farmer A’s holdings at a level which is not very far
from 200 acres, as (7) A:_Land_Share � 1/4.

Finally, we make some assumptions about the expenditure patterns of
the farmers. The domestic expenses of farmers have a crucial bearing on the
issue of maintenance. If a farmer is always in deficit he will often fail to meet
his share of the maintenance dues. Besides, a farmer in this model may stand
for a group of farmers, each one having domestic requirements. A farmer

L1389_CH05I  11/15/00  12:43 PM  Page 89



90 Institutions, ecosystems, and sustainability

Fi
gu

re
 5

.4
a

T
he

 g
en

er
al

 fr
am

ew
or

k 
fo

r 
lin

ki
ng

 h
um

an
 s

ys
te

m
s 

an
d

 e
co

sy
st

em
s 

is
 n

ow
 a

pp
lie

d
 to

 th
e 

op
er

at
io

na
l s

ta
ge

 o
f r

un
ni

ng
an

 ir
ri

ga
ti

on
 s

ys
te

m
. H

er
e,

 th
e 

re
vi

se
d

 E
co

sy
st

em
, I

nt
er

ac
ti

on
, a

nd
 S

oc
ia

l S
ys

te
m

 a
r e

 s
ho

w
n.

L1389_CH05I  11/15/00  12:43 PM  Page 90



Chapter five: Irrigation infrastructures 91

Figure 5.4b The stocks and variables affecting Farmer A’s actions are shown. (A
parallel subsystem for Farmer B also exists in this model but is not shown since it
is identical in structure to that of Farmer A.)

having a large surplus after meeting his domestic needs will not face much of
a problem even if output suffers badly in a year. We can make only an arbi-
trary assumption since expenses of farmers vary widely. We have assumed
that the (8) domestic expenses of each (Dom_Exp) farmer � $35,000. With
these settings, running the Stage II Model reproduces the output scenario
envisaged in the planning stage. The irrigation infrastructure is perfectly sus-
tainable, the total output is the same as that predicted by the Stage I Model,
and the rate of return is identical with that estimated at the planning stage.
The resulting graph from STELLA runs using these assumptions is shown in
Figure 5.3. This model could, of course, have been computed analytically
without embedding it in a STELLA model. We do so here as the foundation
for the analysis that builds on this Stage I Planning Model.
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5.7 Typical problems involved in an operational phase
Rarely will an operational phase so closely approximate initial plans. Many
problems are faced by the farmers in trying to keep a system going, and there
are also many opportunities that were not originally planned. The Stage II
Model can be used to examine a very large number of diverse and compli-
cated problems and opportunities. To illustrate some important questions,
we have chosen to examine five possibilities in the remaining sections of this
chapter. Two of these are variations in the ecosystem: the variability of the
water supply and of the rate of depreciation due to storms and other external
shocks. The other two reflect the variety of actions that the farmers take: the
possibilities of increasing the land to be irrigated and the decision whether to
pay maintenance dues or not. The fifth problem relates the head-tail syn-
drome of irrigation systems, whereby one farmer is located higher in the sys-
tem and obtains his water before the second farmer.

5.7.1 Water availability varies

The calculations made during the planning stage were based on an average
value for the expected water flow into the irrigation system. Even if this
amount is available in the aggregate the actual pattern of distribution may
not be supportive of best use. Crops require water at certain stages of growth.
If the supply is not available at that period, productivity is affected. Also,
water is frequently spread unevenly over the command area. Actual supply
can fall short of average expected supply. Performance variation of irrigation
systems due to such factors has become a major concern in recent years
(Small and Svendse, 1992; Sengupta and Sampath, 1995). Our simple model
does not show within-year variations, but we can use this model to study the
effects of inadequate water availability and inequity in distribution over the
command area. Here we discuss the former.

We will consider the year-to-year variations that are to be expected in
most environments, in spite of the average remaining the same. We now
assume that the Water_Flow_Mean is as predicted in the planning stage (2000
acre-feet), but it varies within a range from 1/3 to 2/3 percent
(Flow_Variation � 0.33; � 0.50; � 0.67). As we see in Figure 5.5, the output of
Farmer A (and thus also of Farmer B since they are initially symmetric with
one another) now fluctuates as would be expected. Also, output approaches
zero as the variance in water availability increases. The dramatic fall in agri-
cultural output is not just due, however, to the variance in water supply by
itself. In those years with low agricultural output, farmers are much less will-
ing to contribute to the maintenance of the irrigation system and to its long-
term viability. If farmers only contribute to the maintenance of the irrigation
system after they have met their normal domestic expenses—the assumption
that has been made so far—variations in water availability make a major dif-
ference in whether the irrigation system is maintained or not, and thus in the
long-term output achieved by the farmers.
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Figure 5.5 Effect of natural variations of water on the output of Farmer A. Water
flow varies by 33% (line 1), 50% (line 2) and 67% (line 3). For small variations agri-
cultural output fluctuates but does not decrease. For large variations it decreases
substantially due to the decay of the irrigation infrastructure resulting from occa-
sional failures of maintenance.

In Table 5.1, we present the average value of irrigation infrastructure for
each decade after construction depending on how much water supply varies
while holding all of the other assumptions of the benchmark Stage II Model
constant. If the water supply varies by only one-third, the infrastructure
remains in relatively good shape over a 100-year period based on farmers
contributing to maintenance once their domestic expenses are met. If, on the
other hand, water availability varies by 50%, the value of the infrastructure
decreases by almost two-thirds after 70 years of operation, and to only
$23,780.23 by the end of a century. And, if water availability varies by 67%,
the value of the infrastructure is reduced by approximately one-half after
only 30 years, and is down to one-fourth of its value by 50 years.

5.7.2 Depreciation higher

In many irrigation systems, considerable damage occurs occasionally (e.g.,
systems in hilly areas). A disaster of great magnitude is something that may
overwhelm farmers’ capacities to cope, but smaller events may be tackled by
them. In other words, the average depreciation rate is higher than 10% and
calamities occur from time to time that exceed the average.

To bring the possibilities of such calamities into the model, let us con-
sider that the magnitude of the depreciation varies between 10 to 25%
and that such calamities occur approximately once in every 5 years.
Otherwise, steady depreciation at the rate of 10 percent occurs every year
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Table 5.1 Value of Irrigation Infrastructure Depending 
on Variation in Water Availability

(Based on an average of 10 runs for each level of variation)

Variation in Predicted Flow

Year 0.33 0.50 0.67

0 300,000.00 300,000.00 300,000.00
10 292,733.96 278,938.49 261,627.32
20 288,611.11 260,342.80 215,022.65
30 283,333.06 235,266.97 169,927.47
40 277,346.07 206,329.30 127,483.27
50 271,733.07 181,108.91 75,115.50
60 265,103.76 153,023.36 37,278.47
70 258,914.37 117,813.90 18,010.23
80 255,122.61 78,757.67 6,504.95
90 249,552.93 45,715.52 2,268.14

100 244,159.83 23,780.23 790.85

as before. This is represented in STELLA by replacing the old equation
Depreciation_Rate � 0.1 by:

Depreciation_Rate � 0.1*(1 � PULSE(RANDOM(0,1.5), 
5, RANDOM(0,10))) (5.10)

The first term in the BUILTIN function PULSE is for magnitude, the second
specifies when the first pulse occurs, and the third, the waiting time. None of
these is definite. We have treated magnitude and regularity as random along
with the occurrence of the first pulse at the fifth year. Figure 5.6 shows the
fluctuations of depreciation rate and its consequence on the irrigation infra-
structure. As can be seen, the value of the infrastructure steadily erodes as
farmers are not likely to produce a higher agricultural product in the same
years as the calamity. Thus, they do not make all of the repairs needed to
make the system operate at full capacity again. As minor calamity follows
minor calamity, the system itself slowly erodes.

5.7.3 Farmers’ decision: how much to irrigate

Another typical event that occurs after an irrigation system has been con-
structed is that the farmers want to allocate water to more land than origi-
nally planned. Let us assume that Farmer A owns 500 acres of land. In an
operational phase, he has the option of using the same amount of water allo-
cated to him to irrigate the whole or any part of his land. In the benchmark,
we assumed he used the water on 200 acres of land. In Table 5.2, we present
the annual productivity per acre and the value of his annual output of his
applying the same quantity of water to differing amounts of land ranging
from 100 acres up to 500 acres (without fluctuations in water availability).
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Figure 5.6 Effect of variation due to natural calamities: Natural calamities, mod-
eled here as occurring randomly once every five years, damage the infrastructure
beyond the capabilities of farmers to keep it fully repaired after every calamity.

Although the productivity of land decreases by a thin spreading of the
available water over wider areas, Farmer A’s total product increases. Thus, if
he acts rationally, a farmer who owns more land is not likely to follow the rec-
ommended water application rate. He benefits more by converting as much
of his arable land as possible to irrigated land. In this instance, the actual rate
of return for the entire project increases because of a wise decision made by a
farmer. Not all unexpected events after the planning of an irrigation system
are detrimental to its overall productivity.

5.7.4 The threat of free riding

If the farmers are narrowly rational and myopic, they will be tempted to free
ride on the maintenance of an irrigation system. Since this linked human-
ecosystem is an ongoing enterprise that could continue for a long time into
the future, most farmers would not regularly shirk on their maintenance
responsibilities in those years where their agricultural productivity was suf-
ficient to meet their domestic expenses. Most would realize that if they
refused to contribute anything to the cost of maintenance, others would soon
do the same, and the irrigation system would not last very long at all.

Table 5.2 Productivity and Output for Farmer A Depending 
On Number of Acres Irrigated

Land irrigated by A (acres) 100.00 200.00 300.00 400.00 500.00
Annual Output ($) 40,000 80,000 105,979 128,932 149,766
Productivity ($ per acre) 400.00 400.00 353.26 322.33 299.53
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However, a strategic farmer might be tempted to be somewhat erratic in pay-
ing for maintenance. Let us think of this as one of the farmers paying less than
the required maintenance dues in an unpredictable fashion given by:

A:_Actual_Maintenance � RANDOM(0, A:Maintenance_Dues) (5.11)

Table 5.3 shows the results in regard to the net annual benefits for both farm-
ers when Farmer A does not pay his full maintenance dues regularly. If he
were to pay these expenses regularly as in the benchmark model, he would
have an annual return of $38,333 every year. If Farmer B were to continue to
pay his maintenance dues regularly, Farmer A’s irregular payments do not
immediately have a major impact on the condition of the irrigation system.
The system slowly deteriorates. Even after the 10th year, with Farmer B pay-
ing dues regularly, Farmer A’s net benefit is $45,033, which is substantially
above $38,333.

We have also shown the net benefits received by Farmer B. His main-
tenance dues are the same and he continues to pay them. Farmer B’s net 
benefit declines slightly because of deterioration of the infrastructure. If
Farmer B adopted the same strategy as Farmer A, the consequence is shown
in Table 5.4.

Since the maintenance cost paid varies randomly in our model, the net
benefits received by each farmer fluctuate considerably. Yet, almost in all
years except the 10th year for Farmer B the net benefit for both farmers is
above $38,333, the amount they would have received with a regular payment
of maintenance dues. Hence erratic payment of the maintenance cost is a
“rational” choice for both farmers for the first 10 years after an irrigation sys-
tem is constructed. In the process, however, the infrastructure depreciates
due to inadequate maintenance. Table 5.4 is one of the many possible patterns
of payment of dues. Since actual maintenance is paid at random, the pattern
will vary from run to run. Because of the range of the random variable, the
expected payment of maintenance cost is exactly one-half of the maintenance

Table 5.3 Effect of One Farmer Paying Maintenance Dues Erratically

Maintenance Actual Maintenance Net Benefits for Net Benefits for
Year Dues of Farmer A Farmer A Farmer B

0 15,000 13,161 40,172 38,333
1 14,908 2,019 51,217 38,327
2 14,264 7,679 44,853 38,268
3 13,934 2,994 49,169 38,229
4 13,387 3,028 48,506 38,147
5 12,869 9,172 41,747 38,050
6 12,685 9,388 41,307 38,011
7 12,520 7,359 43,134 37,973
8 12,262 7,677 42,496 37,911
9 12,032 6,142 43,741 37,850

10 11,738 4,471 45,033 37,766
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Table 5.4 Both Farmers Are Erratic in Paying their Maintenance Dues

A: B: Condition of
Year Net Benefits Net Benefits Depreciation Maintenance Infrastructure

0 44,358 42,991 30,000 19,318 300,000
1 40,500 40,059 28,932 24,951 289,318
2 46,735 44,291 28,534 14,045 285,337
3 40,986 43,502 27,085 18,940 270,849
4 47,426 41,256 26,270 13,793 262,704
5 39,533 45,900 25,023 15,532 250,226
6 44,377 46,652 24,074 8,748 240,736
7 45,926 44,596 22,541 7,253 225,411
8 46,692 42,403 21,012 6,573 210,123
9 46,367 44,811 19,568 2,384 195,683

10 40,141 38,260 17,850 13,578 178,499

dues, which is 10% of the value of the infrastructure. Thus, on average, one-
half of the infrastructure will have undergone decay after ten years. A more
severe effect will be felt in later years. Therefore, once a longer period is con-
sidered the picture appears very different. Figure 5.7 shows the same situa-
tion over a 100-year period. After the fluctuations in net benefits for both
farmers for the first few years, everything goes into a steady decline. As can
be seen in the figure, after 25 years, both farmers regularly receive less than
$38,333, the amount they would have made if they had both made regular
payments. Further, the value of the infrastructure has declined to about one-
fourth of its initial value by the 25th year. Note, however, that even with this
drastic reduction in the net benefits achieved by the farmers in the years fol-
lowing the 10th year, as well as the major decline in the infrastructure, the
rate of actual return remains very close to the benchmark model—a subject
that we will address below.

5.8 Investment in irrigation institutions
One of the ways that farmers can deal with the problem of inadequate main-
tenance is by investing in institutions that insure that all farmers contribute
their share of maintenance costs. In field settings where effective rules are
designed and followed to a substantial degree, farmers make a recurring set
of investments in an institution. These investments may take several forms.
Farmers attend regular meetings where modifications of the rules they use
regarding allocation of water as well as requirements for maintenance are
proposed, discussed, and decided upon. When one farmer breaks a rule oth-
ers must decide whether and how much to sanction this farmer. Farmers
must also spend time determining how to undertake the maintenance of their
jointly used irrigation system. Each of these activities, and many others,
requires different types of rules and institutional arrangements. In develop-
ing the Stage II Model, we included a variable for institutional investments
(Ins_Inv_per_farmer) to represent this capacity to invest in institutions that
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Figure 5.7 Effect of human strategic behavior: If neither of the farmers pay main-
tenance dues regularly, their net benefits (lines 1 and 2) are higher than planned in
the first 10 years before declining dramatically. The value of the infrastructure (line
3) deteriorates substantially almost immediately. Even though the infrastructure
suffers about 75% decay in just 30 years, and net benefits are reduced appreciably,
the rate of return (line 4) is not affected substantially (compared with the rate of
return shown in Figure 5.3).

keep the maintenance of the system performed. We have so far assumed it to
be zero. Now we will examine how such investments help to solve the prob-
lems discussed above.

It is hard to determine how much it costs to create an effective farmer
organization that helps farmers to overcome the temptation not to contribute
their full share of the maintenance of their joint system. If farmers share most
values and are very similar in terms of their assets, the costs may be less than
when there is considerable asymmetry among them. To examine how these
investments may affect system performance we compare results for when no
investment is made, when the investment is moderate (or 20% of the total
maintenance costs), and when the investment is very high (or 40% of the total
maintenance costs). The costs of establishing and sustaining an institution is
shared between the two, such as the total maintenance cost. Thus, we will
study three levels of investment: 0, $3,000 and $6,000 a year. The result of an
institutional process is the implementation of and compliance with a set of
rules that compel both to pay their share of maintenance cost. A strict rule
(e.g., that in all circumstances farmers have to pay the maintenance cost) will
establish the effectiveness of institutional rules even more than what we have
achieved here. But such a formulation is too mechanical. To be more realistic,
we have allowed for some leeway—if the farmer’s product is excessively low
in one year, or always, then he does not invest in institution activities, which
are costly and will further reduce his benefits in that year of distress. In turn,
when farmers do not invest in their institution, the rule to compel them to
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pay their maintenance dues is not effective during that period. This is
expressed as:

A:Ins_Inv � IF(A:_Output_Produced/10 � Ins_Inv_per_farmer) 
THEN(0) ELSE(Ins_Inv_per_farmer) (5.12)

An equivalent expression exists for Farmer B.
Let us now recall how decisions are represented about farmers’ decisions

to pay maintenance dues. Equation 11 described the case where Farmer A
behaves in an irregular manner, but in the basic model we have described
actual maintenance as:

A:_Actual_Maintenance � MAX(0,(MIN((A:before_Maintenance_Net_
Benefit � A’s_Dom_Exp),A:Maintenance_Dues)) (5.13)

The relatively complicated formulation serves to restrict the values within
the possible range: 0 and Maintenance_Dues. The relation says that within
this range, a farmer pays only as much as he can after meeting his other costs,
including his domestic expenses. To include the possibility of making an
institutional investment, we have modified these actual maintenance expres-
sions as:

A:_Actual_Maintenance � IF(A:Ins_Inv � 0 OR B:Ins_Inv � 0) 
THEN (MAX(0,(MIN((A:before_Maintenance_Net_Benefit-A’s_
Dom_Exp),A:Maintenance_Dues))) 
ELSE(A:Maintenance_Dues) and (5.14)

A:_Actual_Maintenance � IF(A:Ins_Inv � 0 OR B:Ins_Inv � 0)
THEN(RANDOM(0, A:Maintenance_Dues)) 
ELSE(A:Maintenance_Dues) (5.15)

This form has been used uniformly beginning with the benchmark
model. In the benchmark model, however, we assumed Ins_Inv_per_farmer
to be 0. If the institutional investment made by both the farmers is positive,
however, both of them do pay the required maintenance dues. Otherwise,
deficit or irregular payments may occur. Institutions are cooperative
processes; they are not built by individuals alone. Hence we have included
within the IF clause, a form that means an institutional investment has no
effect if only one of them participates in the institutional process and the
other fails to do so.

Suitable institutional investments can ameliorate these instances of
decreasing optimal performance. Since all the cases occur because of the
decay of the infrastructure, an effective rule that leads all farmers to invest in
maintenance will help to check the reduction in performance. We will show
only one case. We have selected a complex case for this purpose where both
ecological and human problems occur. The flow variation is assumed to be
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0.20, a positive but not excessive level so that this is not a particularly prob-
lematic system from an ecological point of view. In addition, we assume that
the farmers do not completely refuse to pay maintenance, but that both pay
erratically as discussed above. The first two columns of Table 5.5, where the
institutional investment is assumed to be zero, demonstrate that these two
assumptions which are relatively realistic in field settings may easily bring
disaster to a system. The next two pairs of columns show the situation after
varying levels of institutional investment. In both cases the infrastructure is
made sustainable over time. The net social benefit fluctuates slightly, but
remains relatively high even after 100 years. In this instance, a lower level of
institutional investment—at the equivalent of 20% of the maintenance
costs—insures long-term sustainability of the system and of the net income
for the farmers. A higher level—at the equivalent of 40% of the maintenance
costs—also insures the sustainability of the physical system, but at a reduced
level of net social benefit. Under investing in institutional arrangements is a
disaster. Over investing is costly.

5.8.1 Sustainability and efficiency

In the above sections we considered the impact of institutional investments
on sustainability, but not the effect of these investments on the rate of return.
If we consider the problem of coping with weather and other calamities by
increasing the level of institutional investment, we determined above that
irrigation systems that were otherwise unsustainable are made sustainable
with an investment in institutions that insure that maintenance is performed.
Such investments are costly and have an adverse effect on the economic rate
of return as normally computed, even though without the investment the
infrastructure would deteriorate and farmers’ incomes would approach zero.
Table 5.6 shows the rates of return for the three alternatives discussed above
and shown in Table 5.5.

Even though the irrigation system survives for a much longer period of
time, the additional cost incurred every year—especially in the early years—
for institutional activities adversely affects the rate of return. A similar pat-
tern occurs when investments are made in institutions to assure
sustainability in order to cope with any of the other kinds of problems dis-
cussed above. We have, of course, assumed quite high levels of institutional
investment. It would be a trivial problem, however, if we did not consider a
realistic cost for all of the time and effort that is involved in creating effective
rules, monitoring performance, and imposing sanctions. Given the adverse
impact on how economic efficiency of an investment in infrastructure is nor-
mally computed—the overall rate of return—one must question whether it is
meaningful to invest in institutions. Such investments may ensure sustain-
ability and higher levels of individual farmer returns, but these benefits are
not reflected in how the rate of return is computed.

Actually, whether institutional investments are useful or not is a question
that is highly sensitive to the perspective one takes about the future in terms
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Table 5.6 The Rate of Return with Different Institutional Investments

Zero $3,000 $6,000

After 50 Years 5.10 4.69 4.26
After 100 Years 5.24 5.07 4.62

of (1) the discount rate and (2) the time horizon for aggregation. In Table 5.5,
net benefits decrease as the infrastructure deteriorates. The net present value
of future benefits depends, however, on the time perspective taken and the
weight given to the future stream of benefits. A high discount rate does not
give much weight to what happens in the distant future. But a low discount
rate means that the future is considered more important. With a discount rate
of 5.0%, the rate of return does not increase perceptibly even if the project has
a much longer life. But with lower discount rates, a longer life has much
greater significance. In fact, as is shown in Figure 5.8, when the discount rate
is set at 2.5%, a reversal of the order of outcomes occurs before 100 years. In
this case, it is more efficient to make the investment in institutions than to
avoid these costs entirely. So if the time horizon is a 100 years or beyond, and
the discount rate is very low, sustaining the infrastructure through recurring
institutional investments is also economically efficient, as shown by the
higher rates of return. In fact, it may be highly rewarding. For a discount rate
of 1% the rate of return will increase steadily even after a 100 years (not
shown). If one takes a longer horizon, the rate of return for sustaining the
infrastructure with institutional investment may be several times more than
the rate of return for not incurring the higher institutional investments. In all,
we find that analyses of the sustainability of an infrastructure and its capac-
ity to generate income for the farmers is in conflict with the traditional ways
of measuring economic efficiency for higher discounting of the future.
Investing in institutions is a very efficient strategy for achieving high eco-
nomic rates of returns whenever one attaches importance to the future, in
mathematical parlance, when one uses a low discount rate and a long time
horizon. 

5.8.2 Equity, sustainability, and efficiency: the head-tail 
syndrome

Last, we focus on a problem faced in every irrigation system. A farmer whose
land is located at the head reach of tributaries can easily withdraw dispro-
portionately higher shares of water than authorized, depriving the land
located at the tail reaches of the system. This head-tail syndrome is one of the
most common problems of irrigation management. Obviously, excess water
appropriated by the head reach farmers affects equity in water distribution,
but the adverse effect is not restricted to the question of equity. We will show
that it may affect both sustainability and efficiency.
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Figure 5.8 Significance of discount rate and time horizon: Line 1 shows the rate of
return when neither of the farmers pay maintenance dues regularly (same as line
4 in Figure 5.7). Lines 2 and 3 show the rates of return for institutional investment
by each farmer at $3,000 and $6,000 respectively. Although the irrigation infra-
structure is sustainable (not shown in figure) because of institutional activities, the
rate of return decreases due to the increased costs of institutional investment. The
rates of return are recalculated with a lower discount rate (2.5%) than the original
5%. Lines 4, 5 and 6 correspond to lines 1, 2 and 3 respectively when the discount
rate is 5%. Note the reversal of order in the third decade. When the future is dis-
counted at a lower rate, institutional investments leading to the sustainability of
infrastructure and higher net returns for the farmers has a much higher rate of
return than with the higher discount rate.

In our model, each farmer was entitled to receive a fixed share of water.
The share for Farmer A was A:_Fixed_Water_Share and for Farmer B,
(1�A:_Fixed_Water_Share). Multiplied by the Amt_Appropriated, depend-
ing on the condition of the infrastructure, these determined the total water
available to each farmer to irrigate his Irrigated_Land. Thus, water use inten-
sity of each farmer, which determined the productivity of his crop output,
was given by:

A:Water_Appl_Rate � Amt_Appropriated*A:_Fixed_Water_Share/
A’s_Irrigated_Land (16)

B:Water_Appl_Rate � Amt_Appropriated*(1-A:_Fixed_Water_Share)/
B’s_Irrigated_Land (17)

In the benchmark model we had assumed that the farmers take just their due
shares. To explore the head-tail syndrome, we change some assumptions. We
have designated Farmer A as the farmer having land at the head of the tribu-
tary who may appropriate more water. We introduce a new variable,
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A:_Water_Overused, and assume that A appropriates 50% more water than
his equitable share. Farmer B, having land at the tail end, receives only what-
ever is released by A. Hence, the water use intensities are now given by:

A:Water_Appl_Rate � Amt_Appropriated*(A:_Fixed_Water_Share*
(1 � A:_Water_Overused))/A’s_Irrigated_Land (18)

B:Water_Appl_Rate � Amt_Appropriated*(1-A:_Fixed_Water_Share* 
(1 � A:_Water_Overused))/B’s_Irrigated_Land (19)

The consequence of this new set of relationships is illustrated in Figure
5.9. In only a short thirty years, the adverse effect of allowing the head-end
farmer to grab all the water he needs can be seen. For the first 15 years,
Farmer A’s net benefit continues to rise while Farmer B’s net income is much
lower and does not vary. Thus, the inequitable results are the most prominent
feature of the dynamics for the first 15 years. Although, by assumption,
Farmer A and B had identical endowments and in most of the previous mod-
els had benefited and suffered in identical manners, in this case we find
Farmer A increases his net income substantially to the detriment of Farmer B,
the tail-end farmer. But this is only a short run result. Farmer B receives less
water, produces less, and finds it difficult to pay his share of maintenance
dues. As maintenance is not accomplished, the infrastructure deteriorates
and finally reduces even Farmer A’s benefits. Thus, inequitable distribution
of water ultimately affects the very sustainability of the project. And from the
foregoing discussions, this, in turn, reduces economic efficiency in a per-
spective where future is considered sufficiently important. Thus, when the
future is considered important, the three criteria of efficiency, sustainability,
and equity are closely related. Improving one improves the other as well.

In this case, as well as those discussed above, introducing effective insti-
tutional rules leads to the sustainability of the project. A key question, how-
ever, is what kind of institutional rule would work where Farmer A is
substantially advantaged by his physical location. Surely every contingency
does not call for the same rule. In the previous sections, the problems arose
because of non-maintenance, and the institutional rule was one of compelling
all members to meet the maintenance expenses. Different kinds of rules are
used to meet different kinds of problems.

By using an institutional rule that compels both the farmers to pay the
maintenance dues regularly, the inequity in distribution of water and in net
benefits will persist, but the infrastructure will not deteriorate. But the same
old rule, which had an effect only if both farmers invested in it, cannot be
used. We cannot assume that Farmer A will adopt it, for he could have
achieved its results without such an investment simply by refraining from
excess water appropriation. There are several alternative institutional
arrangements for this problem, such as monitoring and restrictions, rota-
tional irrigation, etc. Farmer-enforced monitoring and restrictions have fre-
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Figure 5.9 The farmer at the head reach of the irrigation system (Farmer A) takes
50% more water than his due. In a decade and a half, Farmer A’s net benefit
increases to the detriment of the tail-end farmer. The infrastructure steadily dete-
riorates. In less than 20 years both farmers are worse off than they would have been
if Farmer A had taken his authorized quantity of water.

quently been successfully used in overcoming this syndrome (Sengupta,
1991; Tang, 1992; Lam, 1998). Observers have sometimes puzzled over some
of these rules as observed in the field since the costs of enforcing them are fre-
quently borne primarily by those who already are adversely affected by the
inequitable distribution of water.

An alternative institutional rule consists essentially of Farmer B moni-
toring and restraining Farmer A from an overuse of water. Farmer B invests
his time and effort for this purpose, agreeing that A has no interest in doing
this. This situation requires substantive modification in the Stage II Model.
We discuss these in Appendix 5.4. Farmer A may even exercise some levels of
self-restraint, if there is an institutional arrangement whereby the farmers
regularly discuss mutual problems. This may be easier to appreciate if we
understand A and B as groups (or arrays) of farmers at the head and tail end
of a system rather than a single farmer. Farmers may not only discuss alter-
native use patterns, but they may also introduce imaginative rules such as
rotational irrigation. Even if these rules only succeed partially, there may be
substantial gains in equity, sustainability, and efficiency.

In Figures 5.10–5.12, we assume that Farmer B alone invests in the insti-
tution, and thus achieves a partial success. Farmer A does not invest any-
thing, but is partly persuaded to oblige. The paths marked 1, 2, 3, 4, 5 in all
three figures correspond to 50, 40, 30, 20, or 10% overuse of water by Farmer
A. Farmer A still over uses water in all of the cases examined, but the adverse
effect on the infrastructure decreases steadily with the success achieved,
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though not eliminated completely. Figures 5.11 and 5.12 show how much net
benefits respond. Here too we have selected the range for ease of comparison.
Beginning with a slight increase in the net benefit of the privileged party, in
the very early years most cases of water overuse by the head reach farmer
results in ultimate decrease of net benefit for both farmers. But this adverse
effect can be deferred by increasing the success of monitoring and restraining
strategies. In fact, Farmer B can succeed dramatically (Figure 5.12) in
postponing his downfall by attaining even partial success in restraining the
head reach farmer. There are varieties of institutional rules to cope with vari-
eties of problems. One may use this model to study others that are not dis-
cussed here.

5.9 Conclusion
In this chapter, we have used the framework presented in Chapter 1 to
explore several central questions related to the linkage of human systems
with complex constructed physical systems that are themselves closely
linked with natural capital. We have illustrated the process of designing com-
plex and costly engineering tasks such as the construction of irrigation infra-
structure. At the time of design, future human decisions are presumed to
follow a fixed average pattern that will generate optimal returns given the
assumptions built into the engineering designs. Not only is the physical
world modeled as a determinate system, the humans who will use the future
irrigation system are presumed to plant only the crops that were used in the

Figure 5.10 Institutional investment of $3000 by the tail end farmer (Farmer B)
alone partially restrains the head reach farmer. Infrastructure deteriorates, but not
as fast (line 1, excess water appropriation equals 50%). Lines 2, 3, 4 and 5 show
lower rates of excess water appropriation, at 40%, 30%, 20% and 10%, respectively.
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Figure 5.11 Net benefit situation faced by the head reach farmer (A) when par-
tially restrained from excess appropriation of water. Lines 1 to 5 correspond to
excess appropriation rates of 50, 40, 30, 20, and 10%, respectively.

Figure 5.12 Net benefit situation faced by the tail end farmer (B) when he succeeds
partially in restraining the head reach farmer from excess appropriation of water.
Lines 1 to 5 correspond to excess appropriation rates of the head reach farmer at 50,
40, 30, 20, and 10%, respectively. Note, Farmer B can maintain his net benefits at a
steady level for longer and longer periods by restraining the head reach farmer
through institutional activities.
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design of the project, to irrigate only the pre-determined command area of
the design, and to face a world in which the average parameters occur each
and every year. In this world of fixed parameters—including the preferences
and strategies of the humans involved—the formula for calculated expected
economic efficiency of a major investment in physical infrastructures is well
established.

Reality, however, is never so fixed. Whether or not the farmers actually
build a particular irrigation system or not, they are frequently left with the
problem of how to operate and maintain it over many years. In doing so, they
are faced with a wide diversity of uncertain events including variations in
water supply, in factors affecting the deterioration of the system (such as
severe storms), in the amount of land irrigated, in the level of free riding, and
in the amount of water taken by farmers located advantageously. The farm-
ers must cope with problems of sustainability, efficiency, and equity in their
efforts to find ways of maintaining a system over time. At times, farmers find
better ways of managing their own land that have no externalities and lead
to a higher net return for themselves, and thus, for the system as a whole. But
many of the possibilities that occur after the design and construction of a sys-
tem increase the risk that farmers do not maintain the irrigation system and
that the system itself deteriorates over time. Farmers can, however, make
investments in building more effective local institutions that increase the
probability of sustaining the infrastructure and the net income of the farmers
themselves over time. We have shown, however, the somewhat paradoxical
result that using currently accepted discount rates leads to a conclusion that
the economic rate of return is higher when farmers do not make such an
investment and allow a system to deteriorate. This is because the normal dis-
count rates do not give much weight to the long-term sustainability of a sys-
tem over time and its capacity to generate income for the farmers over many
years. The higher costs in the initial decade or two are given much more
weight in the calculation of an economic rate of return than are the many
decades in which farmers could be making high net benefits if they had been
investing in institutions that resulted in the sustainability of the system.

Thus, these models have enabled us to explore some important questions
of how the evaluative criteria of sustainability, efficiency, and equity are
related when considering the long-term operation of humanly constructed
infrastructures that affect the way a bio-physical ecosystem operates. Results
that generate inequitable outcomes may lead to system deterioration because
those who are disadvantaged do not continue to maintain the system or
invest in institutions that would solve the maintenance problems. In some
cases, however, those who are disadvantaged may go ahead and bear a larger
proportion of the institutional costs in order to generate a more equitable dis-
tribution of benefits and costs. Under some circumstances, the disadvan-
taged are better off for taking this initiative.

One of the most interesting conclusions to come from our analysis is that
major decisions about investing in infrastructures and the institutions to
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make them work must be based on estimated costs and benefits that weight
the future more than is frequently done in normal benefit-cost analysis. To
make such systems work over time requires that those operating these sys-
tems take a long-run perspective and make investments that make economic
sense when the impact of these decisions on system performance in the
decades ahead are included in the analysis.

5.10 Appendix 5.1

5.10.1 Crop water relations

Crop output depends primarily on the crop type, area cultivated, and water
used. These are, however, only the basic inputs. Productivity is affected by
other factors as well, including physical/biological conditions such as cli-
mate, soil type, and even pests. It is also affected by farmer practices such as
weeding or the use of fertilizer. To keep the present model simple we have
chosen only three inputs: land, water, and evapotranspiration. For conve-
nience, the crop-water relation has been expressed as output per unit of land
or productivity (denoted by Y) by combining two of the inputs, land and
water, as water applied per unit of land or intensity of water application
(denoted by w). It is a common practice to reduce production functions,
including the Cobb-Douglas production function, to constant returns to scale
with respect to one of the factors.

Accounting for actual evapotranspiration effects on crop yield is com-
plex. For example, not only do evaporation rates depend on varying climate
conditions, but transpiration rates even differ for varying growth stages of
the same crop (Hillel, 1987). Overall, crop yields are expected to increase with
corresponding increases in water application until reaching a maximum
evapotranspiration rate. Prior to reaching ideal water conditions, evapotran-
spiration rates largely represent transpiration—an integral process in plant
growth that is positively correlated with high crop yields. This ideal maxi-
mum evapotranspiration rate is often equivalent to the potential evapotran-
spiration rate (PET), the amount of water lost when plants are not limited by
water supply. As expected, prior to reaching this maximum rate, plants are
not obtaining full water needs and thus produce lower yields. A simplified
formula proposed by Doorenbos and Kassam (1979) to evaluate crop yields
relates an increase in yield as actual evapotranspiration (AET) increases:

Y/Ym � 1 � [f(1 � (AET/PET))] (5.1.1)

This equation thus forms a key foundation for our Stage I Model. As
actual evapotranspiration reaches potential evapotranspiration, the proposed
relationship shows a linear increase in the proportion of the actual yield
(Y) to the maximum yield (Ym). The f represents the yield response factor
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based on crop type. However, in reality, studies show that the relationship
between crop production and evapotranspiration is not fully linear. After
reaching and passing the maximum rate, the relationship between crop yield
and evapotranspiration is complicated by the evaporation of water from the
soil surface. While transpiration is construed as a plant activity that con-
tributes to yield, evaporation contributes to water loss from the system. This
excessive water loss through evaporation does not enhance crop production.
In extreme examples, excessive waterlogging may result in increases in car-
bon dioxide and oxygen deficit that may impair the ability of plants to uptake
water and actually lower crop yields (FAO/UNESCO, 1973). The impact of
excessive waterlogging will vary with crop type.

In order to better represent the effect of evapotranspiration on crop yields
in the model, the AET/PET relationship must be better defined. Despite the
complexity of the relationship and limited quantitative information, it is
commonly understood that soils must have very low amounts of available
soil moisture before there are large decreases in actual evapotranspiration
(Dunne and Leopold, 1978). The relationship implies an exponential factor.
We assume a simple function explains this behaviour:

AET/PET � (w/AWC)n where AWC and n are parameters. (5.1.2)

The constant term AWC refers to the available water capacity, that is, the
maximum amount of water the soil can hold considering gravitational effects
and soil type. A value of 0.2 is used for the exponent n. It most closely resem-
bles the midpoint of a range of possibilities for the relationship as demon-
strated by other research (Dunne and Leopold, 1978).

The combination of equations 2.1 and 2.2 results in a more sensitive crop
production equation:

Y � Ym [1 � f{1 � (w/AWC)n}] (5.1.3)

The parameter, f, may lie anywhere between 0 and AWC. For w � AWC one
gets Y � Ym. In addition, this mathematical function shows that Y can be
increased indefinitely by increasing w. This does not happen in reality, how-
ever. Therefore we assume that Y stabilizes at the maximum Ym once w
increases to AWC. Also, there is a minimum. For very small values of w while
f � 1, the equation gives a negative value of Y. This only shows that for those
crops with f � 1, a minimum amount of water is necessary for producing any
output. Thus we write:

Y � Ym [1 � f{1 � (w/AWC)n}] 0 � Y � Yz (Eq. 5.1) (5.1.4)

Within the permissible range, this production function indicates a declining
rate of growth of yields with increasing water application until reaching a
maximum crop yield (Figure 5.1).
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5.11 Appendix 5.2

5.11.1 Key assumptions used in Model I

The following relations were used in the model:
Arable_Land(t) � Arable_Land(t � dt) � (2.1)
(Reclamation � Degradation) * dt
INFRASTRUCTURE(t) � INFRASTRUCTURE(t � dt) � (2.2)
(Maintenance � Depreciation) * dt
Water_Released � Availability_of_Water-Amt_
Appropriated (2.3)
Irrigated_Land � Amt_Appropriated/Recom_
Water_Appl (eq 5.2) (2.4)
Appropriation_Rate � Amt_Appropriated/ (2.5)
Availability_of_Water (eq 5.4)
Maintenance � Depreciation (eq 5.3) (2.6)
Depreciation � INFRASTRUCTURE*Depreciation_Rate (2.7)
Output_Produced � Irrigated_Land*Y_max (eq 5.6) (2.8)
Net_Soc_Benefit � Output_Produced* (2.9)
(1-Input_Cost)-Maintenance (eq 5.7)
Disc_Soc_Benefit � NPV(Net_Soc_Benefit,Discount_Rate) (eq 5.8) (2.10)
Rate_of_Return � Disc_Soc_Benefit/Infrastructure (eq 5.5) (2.11)

The following parameter values were used for the hypothetical project:
INIT Arable_Land � 2000 acres (2.12)
INIT INFRASTRUCTURE � $ 300000 (2.13)
Availability_of_Water � 2000 acre-feet (2.14)
Amt_Appropriated � 720 acre-feet (2.15)
Recom_Water_Appl � 1.8 feet (2.16)
Y_max � $ 400 per acre (2.17)
Depreciation_Rate � 1/10 (2.18)
Discount_Rate � 0.05 (2.19)
Input_Cost � 1/3 (2.20)
Reclamation � 0 (2.21)
Degradation � 0 (2.22)

Since this model was established to create the baseline that would be used in
estimating the benefit-cost ratio for a project like this, it is not a very “interest-
ing” dynamic model. Equation 2.6 makes Equation 2.2 not really a dynamic
equation. In later stages we drop 2.1, 2.2, and 2.6 which make Model II and its
variations fully dynamic, showing interesting interactions among variables.
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5.12 Appendix 5.3

5.12.1 Key assumptions used in Model II

The model for the planning stage includes several approximations and antic-
ipations. The model for the operational stage provides for possible variations
in reality. In the following sections we have introduced the changes that were
made in the Stage I Model to arrive at the Stage II Model.

5.12.1.1 The Ecosystem
We have omitted here the question of reclamation and degradation of arable
land. There are three major changes:

(a) Water availability:
Water availability in a region is not fixed. We assume that it varies randomly
above and below the mean water flow (Mean_Flow) considered during the
planning stage, the range being given by a parameter Flow_Variation:

Availability_of_Water � RANDOM((1�Flow_Variation), (5.3.1)
(1 � Flow_Variation))*Mean_Flow

(b) Water appropriation:
The Infrastructure was originally planned to appropriate 36% of the water
flowing through the region. However, this capacity will not be retained if the
infrastructure is not maintained in conditions as good as during the commis-
sioning. In an operational phase, there may occur some loss of capacity due
to deterioration. We assume that the irrigation system loses capacity in direct
proportion to the deterioration.

Appropriation_Rate � .36*Infrastructure/INIT(Infrastructure) (5.3.2)

The actual water appropriable by the infrastructure at any point of time is
then given by:

Amt_Appropriated � Availability_of_Water*Appropriation_Rate (5.3.3)

Hence the water released from the region is given by:

Water_Released � Availability_of_Water-Amt_Appropriated (5.3.4)
(same as 2.3 in Model 1)

(c) Inclusion of variations in meterological conditions:
Agronomic studies of crop-water relations show output variations due to
meteorological conditions such as air temperature, sun availability, wind
velocity, and overall heat index, all of which affect the amount of water that
can be absorbed into the atmosphere. All of these factors play a large role in
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determining the potential and actual evapotranspiration rates, as well as the
relationship between the two. Additionally, the size and frequency of rain
events impacts evapotranspiration because it controls water availability. The
parameter n in equation (1) may be considered a variable, accounting for this
variety of conditions.

5.12.1.2 Interactions
(a) Inclusion of crop choice possibility:

The variable f in the crop-water relations equation (1) accounts for type of
response to water application obtained from different crops (Figure 5.1). To
include the possibility of alternative crops, we include it as a variable in
Model II. Two of the parameters included in equation (1) are included in dif-
ferent sectors. Since n accounts for ecological features, it belongs to the
Ecosystem sector, while f pertains to crop choice and is thus an interaction
decision made by farmers.

(b) Uncertainty in maintenance:
Actual maintenance is no longer assumed to be equal to the rate of deprecia-
tion. Maintenance is now a variable composed of contributions made by both
farmers:

Maintenance � A:_Actual_Maintenance �
B:_Actual_Maintenance (5.3.5)

(c) Natural calamities:
In one variation of the Stage II Model, Equation 3.18 was changed to equa-
tion 10.

5.12.1.3 Human system
(d) Inclusion of individual beneficiaries:

The human system now has two components: individual farmers and the
social system. The Output Produced and Net Social Benefits are determined
at the individual levels. The Social System finds the aggregate of the individ-
ual net social benefits as the total net social benefit, on the basis of which the
discounted benefits are calculated as before, with the same discount rate. To
begin with, we have introduced only two individuals. Many more individu-
als can be linked in the same way. Moreover, each unit may be redefined to
represent a group of farmers.

5.12.1.4 Social system
(e) Distribution pattern:

The Social System includes the distribution parameters that divide the land
and water resources between the two individuals. These are: (i)
A:_Land_Share and (ii) A:_Fixed_Water_Share. Since these are expressed in
shares, Farmer B has only the rest of the share.
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(f) Institutional investment opportunity:
Institutional investment as a variable may include many things, from costs of
meeting, that of monitoring, or indirect costs of rule compliance regarding
lost opportunities. The Ins_Inv_per_farmer variable indicates the investment
required, which is not necessarily paid. We have used three different levels:
0, 20, and 40% of maintenance cost, shared by both the individuals.

Individual farmers
(g) Land distribution:

Instead of assigning each farmer a set amount of land, we assigned Farmer A
a share of the land and Farmer B the remainder. The relative shares of the two
farmers can be considered as an equity index.

A’s_Arable_Land � Arable_Land*A:_Land_Share (5.3.6)

One has to put some value to the irrigated land. It can be any value between 0
and the total arable land of the farmer. The project proposal envisages that the
total irrigated land of the beneficiaries will be equal to what can be irrigated
efficiently by the project; 400 acres for the hypothetical project demonstrated
here. In reality it may be very different. Once a system is in operation, there
is no certainty that the individuals will convert their holdings to irrigated
land in the same manner that the project planners had envisaged. In the Stage
II Model, the irrigated land of A and B are variables (A’s_Irrigated_Land and
B’s_Irrigated_Land). The rest of their holdings are therefore unirrigated.

A’s_Unirrig_Land � A’s_Arable_Land-A’s_Irrigated_Land (5.3.7)

Farmer B receives the remaining land, i.e., 1-A’s share.

(h) The distribution of water:
The other endowment is water. We need to ask how the total appropriated
water is shared between the two. When applied on their respective irrigated
land, the amount determined the water use intensity. The project formulation
is based on an implicit ideal situation where farmers receive fixed shares of
water. Hence:

A:Water_Appl_Rate � Amt_Appropriated*A:_Fixed_Water_Share/ (5.3.8)
A’s_Irrigated_Land (Eq. 16)

B:Water_Appl_Rat � Amt_Appropriated*(1-A:_Fixed_Water_Share)/ (5.3.9)
B’s_Irrigated_Land (Eq. 17)

But one of the farmers may succeed in obtaining more water than his due
share by being located at the head reach of the distribution system or simply
by threat and power. The appropriate equations must be changed (Eqs, 5.18
and 5.19) in a case of variation in Stage II.
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(l) Output produced:
This relation can differ drastically from that of the Stage I Model. There it was
assumed that the project will function efficiently and output produced will
be equal to Y_max for the recommended crop. In the operational phase the
farmers may do better or worse, may choose different crops, and overall effi-
ciencies may be higher or lower. Also, natural conditions differ from year to
year. Therefore, in this model we replace the idealized production estimate
by the actual production function that responds to varying conditions. Since
the production function is specified in terms of crop–water relations, the
water application rate is the relevant variable.

A:_Output_Produced � IF(A:Water_Appl_Rate � (5.3.10)
Recom_Water_Appl)
THEN(Y_max*A’s_Irrigated_Land)
ELSE(MAX(0, (Y_max*A’s_Irrigated_Land*(1-f*(1-
(A:Water_Appl_Rate/Recom_Water_Appl) n)))))

Equation 5.3.10 is the production function (Equation 5.1) rewritten in the
language of STELLA. When the water application rate is high enough to
fill the soil’s maximum water-holding capacity (as represented by
Recom_Water_Appl), crop output is maximized to Y_max. When application
rates are less than the soil’s maximum water-holding capacity, output will
depend on crop response to water application (f), relative soil moisture con-
ditions (Water_Appl_Rate/Recom_Water_Appl), and other outside factors
including temperature and humidity (as represented by n).

(j) Rule about maintenance dues:
The total maintenance cost needs to be at least equal to the depreciation of the
system to keep it working over time. We divided it between the two benefi-
ciaries. We have to assume some manner of legitimate cost sharing. We
assume:

A:Maintenance_Dues � Depreciation*A’s_Irrigated_Land/ (5.3.11)
Land_Irrigated_Total

A similar relation describes the dues payable by B so that together their main-
tenance contributions equal the depreciation. An alternative assumption
would have been that each contribution in terms of a share of water, or that
maintenance is divided equally among farmer households. All these rules are
found in specific field settings and could be used in the model.

(k) Investment for institutional work:
A farmer is not willing to pay if the output is too low.

A:Ins_Inv � IF(A:_Output_Produced/10 � Ins_Inv_per_farmer) (5.3.12)
THEN(0) ELSE(Ins_Inv_per_farmer)
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(l) Maintenance cost paid:
We assume that, if after meeting the material input costs of agriculture and
the domestic needs (A’s_Dom_Exp and B’s_Dom_Exp) the individual finds
that he has enough to pay his dues, he pays the maintenance dues. Deduction
of the input cost leads to another variable.

A:before_Maintenance_Net_Benefit � A:_Output_Produced* (5.3.13)
(1-Input_Cost)

The actual maintenance is described by these three variables as

A:_Actual_Maintenance � IF(A:Ins_Inv � 0 OR B:Ins_Inv � 0) (5.3.14) 
THEN(MAX(0,(MIN((A:before_Maintenance_Net_Benefit-
A’s_Dom_Exp),A:Maintenance_Dues))) ELSE
(A:Maintenance_Dues) (Eq 5.14)

A variation of this in the Stage II Model is expressed by Equation 5.15.

(m) Net benefits at individual levels:
Knowing how much is produced and the level of the other expenses allows
us to calculate net benefits. The form is the same as in the Stage I Model;
domestic expenses are not deducted to obtain the net benefits. The form is

A:Net_Ben � A:before_Maintenance_Net_Benefit-A:_Actual_ (5.3.15)
Maintenance- A:Ins_Inv

The following parameter values of the variables introduced in Stage II
lead to an operational situation envisaged by the planners of the hypotheti-
cal project:

Flow_Variation � 0 (5.3.16)

n � .2 (5.3.17)

f � 1.5 (5.3.18)

A:_Land_Share: can be any value within a range. (we assumed 1/4) (5.3.19)

A:_Fixed_Water_Share � _ (5.3.20)

A’s_Dom_Exp (and also of B) � $35000 (5.3.21)

A’s_Irrigated_Land (and also of B) � 200 acres (5.3.22)

Ins_Inv_per_farmer � 0 (5.3.23)

L1389_CH05I  11/15/00  12:43 PM  Page 116



Chapter five: Irrigation infrastructures 117

Appendix 5.4

Modification in Model II for head–tail syndrome

We drop two variables: Ins_Inv_per_farmer and A:Ins_Investment by B alone
remains, but is now given by a slightly modified equation allowing for no
institutional investment when the output is very low.

B:Ins_Inv � IF(B:_Output_Produced � 10000) THEN(0) ELSE
(3000 or 6000) (5.4.1)

A new variable A:_Water_Overused has been included. It is included in
the Social Sector alongside the water share of A. As the effect of B making
institutional investment increases we assume the value of water overused
reduces from 0.5 to 0.1. All the five different levels have been simulated.

We have already discussed in the text that the water application rates
vary because of the unequal distribution. These are given as:

A:Water_Appl_Rate � Amt_Appropriated*A:_Fixed_Water_Share*
(1 � A:_Water_Overused)/A’s_Irrigated_Land (5.4.2)

B:Water_Appl_Rate � Amt_Appropriated*(1-A:_Fixed_Water_Share*
(1 � A:_Water_Overused))/B’s_Irrigated_Land (5.4.3)

Institutional investments no longer directly affect the actual maintenance.
Hence:

A:_Actual_Maintenance � (MAX(0,(MIN((A:before_Maintenance_
Net_Benefit-A’s_Dom_Exp),A:Maintenance_Dues)))) (5.4.4)

Also since Farmer A does not pay anything for institutional investment his
net benefit is given by

A:Net_Ben � A:before_Maintenance_Net_Benefit-A:_Actual_
Maintenance (5.4.5)

Farmer B has to consider his institutional investment cost in both cases. Thus
for him the equations are

B:_Actual_Maintenance � (MAX(0,MIN((B:before_Maintenance_
Net_Benefit-B’s_Dom_Exp-B:Ins_Inv),B:Maintenance_Dues))) (5.4.6)

B:Net_Ben � B:before_Maintenance_Net_Benefit-B:_Actual_
Maintenance-B:Ins_Inv (5.4.7)
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Appendix 5.5
List of variables

A:_Land_Share share of Farmer A in total arable land in the region
A:_Fixed_Water_Share share of Farmer A in the total amount of water appropri-

ated by the irrigation infrastructure
Actual_Maintenance cost of actual work maintenance
Addition addition to irrigation infrastructure
Amt_Appropriated amount (volume) of water appropriated by the infrastruc-

ture depending on its existing condition
Appropriation_Rate proportion of the available volume of water appropriated

by the infrastructure depending on its existing condition
Arable_Land arable land in the region
Availability_of_Water volume of water available from the source
Before_Maintenance_ gross benefit net of input cost

Net_Benefit
Degradation degradation of arable land
Depreciation depreciation of irrigation infrastructure
Depreciation_Rate rate of depreciation of irrigation infrastructure
Disc_Soc_Benefit discounted aggregate social benefit
Discount_Rate discount rate for time
Dom_Exp domestic expenditure of farmers
f a parameter for crop-output relation reflecting the type of

crop chosen
Flow_Variation annual variation determining water availability from source
Infrastructure irrigation infrastructure (valued in a monetary unit)
INIT Arable_Land initial arable land
INIT Infrastructure initial irrigation infrastructure
Input_Cost cost of seed, fertilizer, per unit of output
Ins_Inv institutional investment made by a farmer
Ins_Inv_per_farmer required institutional investment for effecting a rule
Irrigated_Land irrigated land owned by a farmer
Land_Irrigated_Total total irrigated land in the region
Maintenance total maintenance cost
Maintenance_Dues the maintenance cost demanded from each farmer
Mean_Flow annual average water availability in the source
n a parameter in crop-output relation related to ecological

features (rainfall, etc.)
Net_Ben net benefit of a farmer
Net_Soc_Benefit aggregated net benefit
Output_Produced crop produced
Rate_of_Return rate of return envisaged in the proposal stage
Rate_of_Return_Actual actual rate of return
Reclamation reclamation of arable land
Recom_Water_Appl recommended water application (ft per acre)
Unirrig_Land unirrigated land of a farmer
Water Released volume of water released from the region after appropria-

tion by the irrigation infrastructure
Water_Appl_Rate water application rate (ft per acre) of a farmer
Y_max maximum output per acre
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6.1 Introduction
In this chapter we present an overview of the dynamic models used to study
renewable resources. We start with the simplest model (exponential growth),
add limits to growth (logistic growth), and then bring in harvesting in vari-
ous economic settings. Focusing on fishery models, we next expand our focus
to multiple species, multiple locations and age-structures. We will use stan-
dard mathematical notation while minimizing the mathematical background
required. Since most of the modeling in this book uses STELLA, we will
describe the STELLA formulation for the dynamic models we discuss. On the
other hand, whenever possible we will describe—and sometimes derive—
analytic or geometric solutions of the mathematical models we present.

6.2 Exponential growth
We write xt or x(t) for the size of a population x at time t. Population models
focus on the percent growth rate:

�

The simplest assumption is constant percent growth rate:

� r or xt � 1 � (1 � r)xt. (6.1)

If the time period under study is not one year but a more general �t, then (1)
becomes:

� r . �t or � r . x. (6.2)

For �t very small, we work with Equation 6.2 as the differential equation

� rx. (6.3)

The simplest analogy for Equation 6.1 through 6.3 is the growth of a
deposit in a savings account with annual interest rate r. Then, Equation 6.1 is

dx
�
dt

�x
�
�t

x(t � �t) � x(t)
��

x(t)

xt�1 � x1��
x1

xt�1 � xt�
xt

�x
�
x
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x

rx

r

Figure 6.1 STELLA model of exponential growth.

the description of simple annual interest; Equation 6.2 is the description of
compounding every �t of a year; and Equation 6.3 is the description of con-
tinuous compounding. The solution of Equation 6.1 is xt � (1 � r)tx0; the solu-
tion of Equation 6.3 is xt � ertx0, where x0 is the population (deposit) size at
time t � 0.

The STELLA compartmental formulation of these constant percent
growth rate models is presented in Figure 6.1.
The STELLA equation editor would write the system as

x(t) � x(t � �t) � r * x(t) * �t. (6.4)

6.3 Logistic growth
The solutions presented above entail unbounded, exponential growth. This
may be a reasonable scenario for a short-term study, but such unlimited
growth is untenable in the long run. The most obvious way to change the
model is to assume that the percent growth rate decreases as the population
increases—say, as a result of decreasing availability of the resources needed
to sustain growth. The simplest such formulation is a linearly decreasing
growth function x {??} r � bx. Then, Equations 6.1 and 6.2 become

� (r � b . x(t)) . �t, (6.5)

and Equation 6.3 becomes

� x · (r � bx). (6.6)

Equation 6.5 or 6.6 is usually called the logistic equation; in the fisheries
literature, it is called the Schaefer equation. Figure 6.2 presents the graph of

dx
�
dt

x(t � �t) � x(t)
��

x(t)
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x

dx/dt

r/b0

Figure 6.2 Phase line analysis of logistic Equation
6.6.

dx/dt or �x/�t versus x: the right-hand side of Equation 6.6 is a parabola
with x-intercept at 0 and r/b. When 0 � x � r/b, dx/dt � 0 and x(t) is increas-
ing in t; when x � r/b, dx/dt � 0 and x(t) is decreasing in t.

Figure 6.3 summarizes this information. It is called the phase portrait of
the system and is the geometric “solution” of the dynamic equation.

As the phase portrait indicates, all solutions of the logistic equation (that
start with x(0) � 0) tend to the equilibrium r/b. In fact, in elementary differ-
ential equation classes (Simon and Blume, 1994), one calculates the solution
of (6) to be:

x(t) � /���
b
r
x0

� � 1�e�rt
� 1�. (6.7)

Since e�rt → 0 as t → 	, x(t) → r/b as t → 	 in Equation 6.7, for any x0 � 0. In
mathematical models, this population level r/b to which the logistic system
always converges is called the carrying capacity and written as K. If one sub-
stitutes r/K for b in (5,6), one obtains the more common form of the logistic
equation:

� rx �1� � (6.8)x
�
K

dx
�
dt

r
�
b

0 r/b

Figure 6.3 Phase  diagram of logistic Equation 6.6.
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x

growth

rK

 r x (1-(x/K))

Figure 6.4 STELLA model of logistic Equation 6.6.

The STELLA equation editor would write Equation 6.8 as

x(t) � x(t � �t) � r * x(t) * �1 � � ��,

corresponding to the compartmental model in Figure 6.4.

6.4 Periodic and chaotic populations
Technically, the analytic solution Equation 6.7 and corresponding geometric
solution in Figure 6.3 apply only to the (continuous-time) differential equa-
tion of the logistic expression Equation 6.6. The discrete time logistic equa-
tion (with �t � 1), which we rewrite as:

xt�1 � xt � rxt�1 � �, (6.9)

behaves similarly only when 0 � r � 1, i.e., slow to moderate growth rates.
For more rapidly growing populations, say, with 100 to 200% annual growth
rate, i.e., r between 1 and 2, all solutions still tend to the carrying capacity K
but now they oscillate on both sides of K as they converge to K.

As the percent growth rate crosses r � 2, motion becomes more complex.
For r a little bigger than 2, say, 2.1, K is no longer a stable equilibrium. For, if
the population level is a little below K one year, it will shoot well beyond K
the following year into the region of negative growth, sending it back below
K the next year. Now there is a population level below K to which the popu-
lation returns every two years, so that the new stable “equilibrium” is a peri-
odic motion that repeats its pattern every two years:

x0 � a, x1 � b, x2 � a, x3 � b, x4 � a, etc.

From any initial condition, each solution tends to this periodic solution as t
gets larger.

xt
�
K

x(t)
�
K
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As the growth rate r increases a bit more, this 2-year cycle becomes unsta-
ble and all solutions tend to a 4-year cycle:

x0 � a, x1 � b, x2 � c, x3 � d, x4 � a, x5 � b, etc.

These periodic phenomena are illustrated in the STELLA graph in Figure 6.5.
Finally, as r increases a bit further—to around r � 2.5699456—all these

cyclic patterns disappear and the dynamics appear to cycle randomly, as pic-
tured in Figure 6.6, for r � 3. In fact, one can prove that the dynamics in
Figure 6.6 have the following properties—say, for r � 3:
Let x0 be any be any initial population size in (0, K), and let I be any very small
interval of initial populations around x0. Then,

1. there is an initial state y0 in I whose corresponding “orbit” is a (regu-
larly repeating) periodic cycle

2. there is another initial state z0 in I whose corresponding orbit “fills up”
the interval (0, K) in the sense that, given any other point z* in (0, K),
some iterate of z0 under Equation 6.9 will agree with z* to, say, one
hundred decimal places

3. there is a w0 in I whose corresponding orbit eventually strays far 
from the orbit through x0. In other words, a small change in initial con-
ditions will eventually lead to divergent growth patterns—a phe-
nomenon known as “sensitive dependence on initial conditions”

0.00 5.00 10.00 15.00 20.00
0.00

100.00

200.00

x

t

Figure 6.5 Periodic solution of discrete logistic Equation 6.9.
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0.00 10.00 20.00 30.00 40.00
0.00

100.00

200.00

Figure 6.6 Chaotic solution of discrete logistic Equation 6.9.

A dynamic that has these properties is formally called chaotic. Chaotic
dynamics appear unpredictable, and in a sense they are. However, at the
same time, they have properties that make them amenable to analysis. A fish
population with logistic growth Equation 6.9 that is chaotic is in trouble. For,
by property 2, its time path will eventually take it dangerously close to x � 0
and extinction.

In summary, all continuous-time logistic growth and discrete-time logis-
tic growth with r � 2 yield dynamics that always converge to the population
carrying capacity K. However, for discrete logistic growth with r � 2, the
dynamics can be periodic or chaotic or some combination of the two.

6.5 More general growth rates
This discussion of logistic growth was built on the assumption that the
growth rate is a decreasing linear function of population size x. However, all
these properties hold for nonlinear decreasing growth rates as well. Some, like
the phase portrait in Figure 6.3, are still easy to demonstrate; others, like
the complex behaviors of the discrete system, are much more difficult to
verify.

Another useful growth assumption is that there is a population level K1

below which the population will experience negative growth. One can think
of K1 as the minimum viable population level, below which the population
cannot sustain itself. The corresponding percent growth rate r(x) would have
a graph as in Figure 6.7.
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x

r (x)

0 K1 K2

Figure 6.7 Growth curve for critical depensation.

0 K1 K2

Figure 6.8 Phase diagram for critical depensation.

The corresponding differential equation would be

� x . r(x). (6.10)

with phase diagram as in Figure 6.8.
A simple example of Equation 6.10 is

� rx � � 1� �1 � �.
A population that has this kind of growth is said to exhibit critical
depensation.

6.6 Simple harvesting
For simplicity of presentation, we focus next on a model of fisheries. Suppose
there is a single species with population x(t) at time t in a single location expe-

x
�
K

x
�
K1

dx
�
dt

dx
�
dt
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riencing logistic growth. We next ask how different “harvesting” (i.e., fishing)
patterns affect the growth of the population.

6.6.1 Constant harvest rate

The simplest pattern is a constant harvest rate h per unit of time. The under-
lying dynamic model is now:

� rx �1 � � � h. (6.11)

Figure 6.9 shows the graph of each of the two terms in Equation 6.11.
When A � x � B, the extrinsic growth curve lies about the harvest rate h

and the population grows. Otherwise, the extrinsic growth curve lies below
h, the right-hand side of Equation 6.11 is negative, and the population
declines. Figure 6.10 presents the corresponding phase diagram. All solutions
with initial populations x0 � A tend to be level B as t → 	. However, if the
initial population x0 starts below A, then the population will die off: x(t) → 0
as t → 	. The critical populations A and B are the zeros of the right-hand side
of Equation 6.11. As the harvest rate h increases, so does the interval of

x
�
K

dx
�
dt

0 A B K

h

dx/ d t

x

Figure 6.9 Graphs of functions on right-hand side of (11).

0 A B

Figure 6.10 Phase diagram for Equation 6.11.
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danger (0, A). The largest harvest rate h that crosses the intrinsic growth
curve is h = rK/4; the maximum value of rx(1 � (x/K)). In fisheries literature
h = rK/4 is called the maximum sustainable yield (MSY). If h � MSY, the
population will eventually collapse, for any initial x0. (See Chapter 3.)

6.6.2 Population-size-dependent harvest

A constant harvest rate, independent of population size, is a somewhat unre-
alistic assumption. As the population dwindles, fish will generally be more
difficult to harvest. The obvious way to change the model is to assume the
harvest is an increasing function h(x) of population size x: the bigger the pop-
ulation, the bigger the harvest. The simplest such function is a linear one:
h(x) � Ex. In this case, the constant E is often called the effort (per unit of
time). In some of our models, E is further broken down into (effort per
boat) 
 (number of boats). In this case, “effort per boat” refers to the capa-
bilities of the equipment on each boat. The corresponding differential equa-
tion is

� rx �1 � � � Ex. (6.12)

Figure 6.11 summarizes the geometric solution of Equation 6.12.

x
�
K

dx
�
dt

Ex

R x (1-x/K )

x
x*

K

dx/ d t

x*0

0

Figure 6.11 Phase diagram for Equation 6.12.
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The two graphs in Figure 6.11 cross at:

x* � K �1 � � (6.13)

which, of course, is also the zero of the right-hand side of Equation 6.12. All
solutions of Equation 6.12 with x0 � 0 tend to x* of Equation 6.13. In fact, since
the right-hand side of Equation 6.12 is a simple quadratic, equation Equation
6.12 can be analyzed just as the logistic equation Equation 6.8 was. The
STELLA format of Equation 6.12 is:

x(t) � x(t � �t) � r * x(t) * (1 � (x(t)/K)) � E * x(t),

with compartmental diagram as in Figure 6.12.
If the effort rate E is larger than the intrinsic growth rate r, then all solu-

tions of Equation 6.12 tend to zero. Otherwise, the population will stabilize at
non-zero level Equation 6.13.

6.7 Economic considerations
A simplistic approach to harvesting strategies had long suggested the maxi-
mum sustainable yield (MSY)—the maximum value of the growth curve
(10)—as the optimal strategy. This approach has since been discredited
because (1) it ignores the dependence of harvest on population size, and (2)
it leads to a fragile situation for fishery survival. It also ignores economic
motivation of the harvesters (Chapter 3). In this section we include the eco-
nomic goals of the harvesters.

6.7.1 Constant price, sole owner

Suppose harvested fish sell for a market price p per unit. As suggested above,
we factor effort E into the product of effort per boat q and number of boats b.
(Some authors e.g., Clark, 1976 break down E � qb as “catchability coefficient”
q times “rate of fishery effort” b.) Aharvester who uses b boats will expend total

E
�
r

x

Noname 1 Ex

E

r

K

r x (1-(x/K))

Figure 6.12 STELLA model for Equation 6.12.
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effort E � qb. Assuming no other harvesters, the long-run equilibrium size of
the fishery will be the x* given by Equation 6.13 with long-run harvest rate:

h � Ex* � EK �1 � �, E � qb. (6.14)

The revenue from this harvest will be

R � ph � p . EK �1 � �;

the cost will be c . b, where c is the cost per boat. In terms of boats used b, the
firm’s profit function is

�(b) � p . q . b . K �1 � � � c . b. (6.15)

One can use either calculus or quadratic function analysis to compute the
level of b that maximizes Equation 6.15:

b* � �1 � �. (6.16)

The resulting equilibrium fish population and harvest rates are

x* � � , (6.17)

and

h* � qb*x*. (6.18)

The situation in Equations 6.16 through 6.18 is the profit-maximizing activity,
population size, and harvest rate when the fishery has a sole owner moti-
vated by profit maximization.

6.7.2 Constant price, open access

The opposite situation to that of a single profit-maximizing owner of the fish-
ery is the open-access fishery. In this case, no one has ownership rights to the
fishery, and privately owned boats will keep entering as long as there are pos-
itive profits to be made. The long-run equilibrium in this case is sometimes
called the Gordon bionomic equilibrium (Gordon, 1954; Clark, 1976). It is
found by setting profits (Equation 6.15) equal to zero and solving for the cor-
responding x*, h*, and b*, namely,

b* � �1 � � (6.19)

x* � (6.20)c
�
pq

c
�
pqK

r
�
q

c
�
2pq

K
�
2

c
�
pqK

r
�
2q

q . b
�

r

E
�
r

E
�
r
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h* � Ex* � �1 � �. (6.21)

Comparing Equations 6.16 through 6.18 with Equations 6.19 through 6.21, we
see that the sole owner uses half as many boats as the open-access situation
and that equilibrium population size is larger under the sole owner regime
than under open access.

Figure 6.13 gives a graphical comparison of these two situations in 
(x, E) space. The negatively sloped line in Figure 6.13 is the set of equilibria
(Equation 6.13); the vertical line is the zero industry-profit line (Equation
6.20); the hyperbolas are the level sets of the industry-profit function
(Equation 6.15) with E � qb. Point A gives the sole-owner profit-maximizing

c
�
pqK

cr
�
pq

B

c/(pq )

A

x

E

Figure 6.13 Level sets of harvest function (21).
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(x*, E*) level of Equations 6.16 and 6.17. Point B gives the zero-profit open-
access equilibrium of Equations 6.19 and 6.20. Figure 6.13 illustrates that the
sole owner profit-maximizer equilibrium entails a larger equilibrium stock
and lower effort level than does the open-access equilibrium. To compare
actual harvest levels, one compares points A and B using the hyperbolic level
sets of the harvest function h � x . E.

6.7.3 Price-quantity dependence

The economics-oriented models in Sections 6.7.1 and 6.7.2 assumed that
prices are independent of harvest amount—and vice versa. One can add real-
ism to this model by adding a demand function p � �—
h to the above dis-
cussion. (If 
 � 0, we’re back in the situation of the last two subsections). The
profit function is now:

� � (� � 
h) . h � cb (6.22)

where h � EK (1 � (E/r)) and E � qb. Putting all this together yields profit
function:

�(b) � (� � bqbK (1 � (qb/r))) qbK (1 � (qb/r)) � cb. (6.23)

Now both the sole owner case and the open-access market require the solu-
tion of a (more or less unsolvable) cubic equation in b to find optimal b*, x*,
and h*. We leave this situation as an exercise. The sole owner situation still
entails fewer boats and a larger equilibrium population than does the open-
access market.

6.8 Economic considerations: dynamic analyses
The economic considerations of the previous section require that the har-
vesters take a long-run equilibrium view in making their economic decisions.
Although this approach leads to simple mathematical formulations, it does
require a stretch of the imagination for the sole-owner and the open-access
markets and is completely inconsistent with the very myopic nature of the
open-access situation.

6.8.1 Perfect foresight: optimal control

A more realistic way of treating the sole owner scenario is to assume that the
fish population follows a dynamic rule—not necessarily always at equilib-
rium—and that the owner tries to find a harvesting strategy over time that
maximizes the present value of a (discounted) profit stream: choose effort
level E(t) to maximize:

PV[E] � �	

0
e� �t �pE(t) . x(t) � � dt (6.24)c . E(t)

�
q
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where:

� rx �1 � � � E . x (6.25)

x � 0, 0 � E(t) � Emax, x(0) � x0.

This is the approach that Clark (1976) emphasizes in his now classic text.

6.8.2 Myopic adaptation: open access

We will work with a more myopic approach that requires less omniscience on
the part of the fishermen and owners—an approach that is more compatible
with the STELLA dynamic compartmental approach. We will assume that the
fishermen and fish start at some initial level of effort and population size, that
the fish population obeys a logistic-like growth equation, and that fishermen
keep making small adjustments to their fishing efforts that are consistent
with the underlying market structure. We start with an open access model—
in which harvesters respond to the sign of the total fishery profit. Fishermen
will continue to add incremental effort (more boats) to the fishery as long as
profits are positive. If incremental effort leads to a negative total profit, they
will decrease their effort by this increment. A simple way to capture the rule
that effort will increase over time if and only if total profits are positive is to
assume that the incremental change in effort over time dE/dt is proportional
to aggregate profit �(x, E). This groping movement (“tatonnement,” in eco-
nomics jargon) is captured by the system:

� F(x) � Ex, � �(x, E), (6.26)

where F is the intrinsic growth function for the fish. For simplicity, we will
use the logistic function (8) for F and we will combine qb as E and just work
with E. Further simplifying, we work here with perfectly elastic demand, i.e.,
price independent of quality, and leave the more realistic version as an exer-
cise. In this framework, profit is:

� � p . h � cb � p . Ex � .

So, system (26) becomes system (27) for the open-access situation:

� rx �1 � � � Ex

� pEx � c . (6.27)

The phase diagram for system 6.28 is given in Figure 6.14; the corresponding
STELLA diagram is presented in Figure 6.15. With a bit of work, including the

E
�
q

dE
�
dt

x
�
K

dx
�
dt

cE
�
q

dE
�
dt

dx
�
dt

x
�
K

dx
�
dt
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Figure 6.14 Phase diagram for system (27).

use of the Bendixson-DuLac Theorem (Clark, 1976) to rule out periodic
orbits, one shows that all orbits of (27) tend to:

(x*, E*) � � , r �1 � ��. (6.28)

This is precisely the equilibrium (19, 20) that we computed for the long-run-
oriented open-access model in Section 6.7.2. Figure 6.16 shows the solution of
the STELLA model portrayed in Figure 6.15 for parameter values: c � 0.5,
K � 100, p � 1, q � 0.01, r � 0.1. As predicted in Equation 6.28, x(t) → 50 and
E(t) → 0.05 as t → 	.

6.8.3 Including delays

In the real world, fishermen receive signals of the total industry profit with
some delays and some uncertainty. It is difficult to include delays and uncer-
tainty in the analytical models. (See Jacquez and Simon 2000 for some sug-
gestions about adding delays into compartmental systems.) However, the
STELLA program is a natural venue for dealing with both delays and uncer-

c
�
pqK

c
�
pq
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Figure 6.15 STELLA model for system (27).

tainty. Usually, delays add oscillations and some instability to the dynamics
under study. While Figure 6.16 shows the STELLA-generated solutions of
system 6.27 (without delays) tending to the equilibrium x � 50, E � 0.05,
Figure 6.17 shows the solutions when a simple delay term is added to the sec-
ond equation in (6.27). In this case, solutions starting very close to the above
equilibrium oscillate away from it. See Chapter 3 for a more complete dis-
cussion of the inclusion of delays and uncertainty in fishery models.

6.8.4 Nanofish problem

The analytic solutions of system 6.27 oscillate toward the equilibrium x � 50,
E � 0.05. However, some of these solutions get very close to the axes in the
process. Analytically, this implies that the fish population or the number of
boats used may fall below 10�10 at some time before it recovers to more rea-
sonable values. STELLA, however, treats 10�10 as zero. If the fish population
or the number of boats reaches this level in a STELLA run, STELLA computes
it as zero and it stays at zero for all future time. For example, the effort level
reached “STELLA zero” at the end of the graph in Figure 6.17—and remained
at that level for all future times. This allowed the fish population to move
back to carrying capacity. Since this situation does not exist for the
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Figure 6.16 A STELLA solution for Equation 6.12.

analytic solution, this “nanofish” phenomenon is an important case where
theory and computation diverge.

6.8.5 Myopic adaptation, sole owner

The sole-owner version of the myopic adaptive model has harvesters
responding, not to the sign of the profit function, but to its dependence on the
level of effort. If incremental effort leads to lower profit, fishermen will
decrease their effort; if incremental effort leads to higher profit, they will
increase effort by this increment. A simple way to capture the rule that one
should increase effort if and only if such increased effort leads to increasing
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Figure 6.17 A STELLA solution for lagged version of system (27).

profit, is to assume that dE/dt is proportional to ��/�E In this case,
��/�E � 0 implies increasing E leads to increasing profit �, so we look for E
to increase, i.e., dE/dt � 0, and vice versa for ��/�E � 0. This tatonnement
movement is captured by the system:

� F(x) � Ex, � (x, E), (6.29)

where F is the intrinsic growth function for the fish. However, this approach
does not work well in the (somewhat unrealistic) case of perfectly elastic
demand, i.e., price independent of quantity harvested, since in this case the

��
�
�E

dE
�
dt

dx
�
dt
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profit function is linear in E and ��/�E is independent of E. In the case of the
more realistic demand function h → p � 
h, the system tends to the profit
maximizing (x*, E*).

6.9 Multiple species
Our models have so far involved a single fish in a single location. The next
complexity to include is the consideration of multiple species. We will
assume that the various species compete for resources, but not that any one
of them preys on any of the others. We will assume logistic growth for each
species in the absence of the other species.

6.9.1 Gause competing species model

There are many ways to model how the species interact. One way is to
assume that the growth of any one species directly impedes the growth of
any other species. In the simplest case, this leads to the classical competing
species model, studied analytically and experimentally by Gause (1935),
which for two species look like

� x1(r1 � a11x1 � a12x2)

� x2(r2 � a22x2 � a21x1).
(6.30)

In system 6.30, r1 and r2 are the natural growths rates of species 1 and species
2, respectively. Parameters a11 and a22 measure the intrinsic population
bounds for each species; the carrying capacities of the two species are r1/a11

and r2/a22, respectively. Parameters a12 and a21 measure how the presence of
either species impinges on the growth of the other.

It can easily be shown (Simon and Blume, 1994; Clark, 1976) in this situ-
ation that every orbit tends to one of the following three equilibria:

A � � , 0�, no species 2

B � �0, �, no species 1

C � � , �, coexistence.

The table in 6.31 summarizes which parameter values in 6.30 lead to which
of these outcomes. Figure 6.18 shows the phase diagram for the first case in
this table.

a11r2 � a21r1
��
a11a22 � a12a21

r1a22 � r2a12
��
a11a22 � a12a21

r2
�
a22

r1
�
a11

dx2
�
dt

dx1
�
dt
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Figure 6.18 Phase diagram for realization 1 of system (30).
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(6.31)
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1

1
� � �
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2

1
� ⇒ A, species 1 wins for all initial conditions.

Note that three of the above four cases have only one species surviving. This
illustrates the “principle” of competitive exclusion: usually only one species
can occupy any ecological niche.

The corresponding dynamics for three competing species can be periodic
(Zeeman, 1993), and for four competing species even chaotic (Arneado et al.,
1982).
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Suppose that the first species x1 in system 6.30 is subject to harvesting,
but not the second. For simplicity, we will assume constant effort E. Then, the
first equation in 6.30 becomes

� x1(r1 � a11x1 � a12x2) � Ex1

� x1((r1 � E) � a11x1 � a12x2).

So raising E lowers the effective r1 in 6.31. One can imagine a scenario in
which r1 is large so that species 1 dominates, at first (case 4 in 6.31). Then, as
E increases, the effective r1 decreases so that case 4 becomes case 2 (coexis-
tence), which later turns to case 3 (species 2 wins, species 1 dies out).
According to Clark (Clark, 1976; Murphy, 1966), fisheries biologists propose
such an explanation for the collapse of the Pacific sardine (Sardinops caerula)
fishery in the late 1940s and early 1950s. The sardines had been in competi-
tion with a population of anchovies (Engaulis mordax), which is now domi-
nant and is inhibiting the recovery of the sardines.

6.9.2 Constant total fishery carrying capacity

Wilson et al. (1991) argues that when there are multiple subpopulations in a
given fishery, energy considerations suggest that carrying capacity con-
straints apply more naturally to the whole fishery and not to individual
species. In other words, the biomass of the community as a whole is relatively
stable. To model this approach, we will assume a logistic growth curve for
each subpopulation i with corresponding carrying capacity Ki, but modified
by the factor 1 � (x1 � . . . � xn)/K0 to capture the effect of the community car-
rying capacity K0. The fishery dynamics becomes

� r1x1 �1 � � �1 � �
� � � � (6.32)

� rnxn �1 � � �1 � �.

In this system the different subpopulations interact only through their
impacts on the community carrying capacity.

System 6.32 exhibits reasonably straightforward dynamics. We will
assume throughout that each subpopulation i starts below its carrying capac-
ity Ki. If K0 � K1 � . . . � Kn, then each subpopulation xi tends monotonically
to its carrying capacity Ki as t → 	. If K0 � K1 � . . . � Kn, then (x1(t), . . . , xn (t))
tends to an equilibrium x* � (x*1, . . . , x*n) that satisfies Σix*i � K0, but varies
continuously with (x1(0), . . . , xn(0)); small changes in initial conditions lead
to small changes in the long run equilibrium x*. During the dynamic process,
x1(t) � . . . � xn(t) increases (or decreases) monotonically to K0. In particular,

x1 � . . . � xn
��

K0

xn
�
Kn

dxn
�
dt

x1 � . . . � xn
��

K0

x1
�
K1

dx1
�
dt

dx1

�
dt
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x1=K1

x2=K2

x1+x2 = K

x1

x2

0

Figure 6.19 Phase diagram of system (32) for n=2.

there are no periodic solutions. Figure 6.19 presents the phase diagram for a
two-subpopulation model of 6.32 with K0 � K1 � K2 and suggests the proof
of the assertions in this paragraph.

6.10 Age structure
Thus far we have ignored age and size differences within each fish popula-
tion. However, for most species not every age or size is desirable or legal for
harvesting. We bring age structure into our models in this section, focusing
first on a single population.

6.10.1 Single population

Suppose that the maximum age at death of a member in the population
under study is N years. Divide the population into N � 1 cohorts by age; a
fish is in cohort i if it was born between i and i � 1 years ago. Let yi denote the
size of age cohort i, i � 0, 1, . . . , N. To complete the age dynamics, we need
to know (1) what proportion si of those in cohort i survive to make it to cohort
i � 1, and (2) the yearly average number of births bi by a member of cohort i.
To keep the accounting simple, we usually only keep track of the female
members in each age cohort. Of course, si � 1 � mi, where mi is the average
annual mortality rate for age cohort i.
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If we assume that the si and bi terms are constants independent of cohort
size, we have a linear dynamic leading to exponential growth:

y0(t � 1) � b0y0(t) � . . . bNyN(t)

y1(t � 1) � s0y0(t)

� � (6.33)

yN(t � 1) � sN � 1yN � 1(t).

The coefficient matrix:

of system 6.33 is called a Leslie matrix. Its largest eigenvalue gives the long-
run population growth rate. The corresponding eigenvector gives the long-
run distribution of ages in the population. Caswell (1989) provides a
complete discussion of linear population models and their analysis.

To make this model more appropriate for fish populations, we assume
that only certain age cohorts can lay eggs (spawn) and that the average
spawner in cohort i lays ei eggs that successfully hatch each year. One can
bring into this model limits to growth, i.e., the carrying capacity effect, in
many ways. For example, one can assume that the mortality rate for new-
borns m0 � m0(Y) is an increasing function of the size of the entire population
Y � y0 � . . . � yN and that m0(Y) � 1 for all Y � K for some population car-
rying capacity K. An example of such a function is

m0(Y) � min ���
Y
K

��
a

, 1�,
for some constant a, a � 1 so that m0 is a convex function on [0, K].

If we take N � 4 and cohorts 2, 3, and 4 to be the spawners with average
individual annual egg clusters of size e2, e3, and e4, respectively, then the pop-
ulation dynamic becomes

y0(t � 1) � e2y2(t) � e3y3(t) � e4y4(t)

y1(t � 1) � (1 � m0(Y(t)))y0(t)

y2(t � 1) � (1 � m1)y1(t) (6.34)

y3(t � 1) � (1 � m2)y2(t)

y4(t � 1) � (1 � m3)y3(t)

L � �
b0 b1

. . . bN�1 bn

s0 0 . . . 0 0
� � � � �

0 0 . . . sN�1 0
� �
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Figure 6.20 STELLA model  for system (34).

Implicitly, m4 � 1. The STELLA diagram for system 6.34 is presented in Figure
6.20.

One may want to use a smaller unit of time �t than a year, especially if
most of the cohort 0 mortality occurs in the first �t of a year. One would then
multiply the number of cohorts by 1/�t, with corresponding increases in the
number of bi terms and si terms (or mis) that one must consider.

The differential equation version of system 6.34 is

�
d
d
y
t
0

� � e2y2 � e3y3 � e4y4 � y0

d�
d
y
t
1
� � (1 � m0(Y))y0 � y1

�
d
d
y
t
2

� � (1 � m1)y1 � y2 (6.35)

�
d
d
y
t
3

� � (1 � m2)y2 � y3

�
d
d
y
t
4

� � (1 � m3)y3 � y4.

The intermediate step between the last equation in the discrete-time system
(6.34) and the continuous-time system (6.35) is

y4 (t � �t) � (1 � m3)y3(t) . �t � (1 � �t)y4(t). (6.36)

The first term on the right side of 6.36 indicates that if we divide each year
into 1/�t intervals, only those in the last interval move to the next age cohort;
the second term on the right indicates that those in the first (1/�t) � 1 
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Figure 6.21 A solution of STELLA model for system (34).

intervals in cohort 4 stay in cohort 4. Subtract y4(t) from both sides of 6.36 and
divide everything by �t:

� (1 � m3)y3(t) � y4(t).

Now, let �t tend to 0. It is often easier to compute the (nonzero) equilibrium
age distribution and its stability for system 6.35 than it is for system 6.34. 
One often finds that this equilibrium is unstable and that STELLA solutions
of 6.35—and of 6.34—tend to oscillate around this equilibrium, as Figure 6.21
indicates.

6.10.2 Multiple populations

One can also consider multiple age-structured populations and have them
interact with each other in various ways. A simple interaction device is to
have the cohort 0 mortality mi

0 of each subpopulation i be an increasing func-
tion of the sum of all the subpopulation sizes mi

0(�jY
j), with mi

0 � 1 for all 
�jY

j
� K0 , a metapopulation carrying capacity.

6.11 Multiple locations and multiple harvesters
In most ocean and many inland fisheries, there are a number of different har-
vesters and each has a choice over a number of fisheries. In this section we
will suppose, for the sake of simplicity, that there are N � 3 different fisheries

y4(t � �t) � y4(t)
��

�t
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to choose from; the techniques discussed work equally well for general N. For
each fishery i, we define the following variables:

xi � size of fish population in fishery i
ri, Ki � intrinsic growth rate and carrying capacity in fishery i

pi � price of fish in fishery i
bi � number of boats fishing in fishery i
ci � cost per boat in fishery i
hi � harvest rate in fishery i

�i � total profits in fishery i
�i � �i/bi � profit per boat in fishery i

We assume that pi and hi are related by an (inverse) demand function, for
example, pi � �i � 
ihi (linear), pi � �ihi

�
i (constant elasticity), or pi constant
(perfectly elastic). Since we will not be carrying out many calculations in this
section, we will not further specify which demand function holds in which
fishery. When we do such calculations, we will assume perfectly elastic
demand.

We assume that the harvest rate hi is an increasing function of the num-
ber of boats bi and of the fish population xi, for example, a Cobb–Douglas pro-
duction function:

hi(bi, xi) � ai
. bi

�i . xi
�i. (6.37)

In this case, 0 � �i � 1 and 0 � �i � 1. The exponent �i is a measure of the
patchiness of fish distribution in fishery i. The distribution of a non-school-
ing fish like flounder may be fairly uniform; in this case �i � 1 would be most
appropriate. For a patchily distributed fish, like herring, �i �� 1.

The profit �i in fishery i equals revenues minus costs:

�i � pi(hi)hi � cibi, where hi � hi(bi, xi).

The fish dynamic in fishery i is the usual logistic dynamic:

� rixi �1 � � � hi(bi, xi). (6.38)

(For the sake of simplicity, we are only writing down the continuous-time
models; our discussion will include both continuous-time and discrete-time
formulations.) If the fish can move easily from one fishery to the others, we
might use the dynamic:

� rixi �1 � � �1 � � � hi(bi, xi),

where K0 is the metapopulation carrying capacity.
To complete the model, we need to include the economic motives of the

fishermen.

x1 � x2 � x3
��

K0

xi
�
Ki

dxi
�
dt

xi
�
Ki

dxi
�
dt
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6.11.1 Profit-maximizing sole owner

If all the boats in all fisheries are owned by a single, profit-maximizing owner,
then the owner will want to choose (b1, b2, b3), the number of boats in each
fishery, so as to maximize total profits �1 � �2 � �3. Of course, these choices
will depend on the size of the fish subpopulations, which in turn depend on
the bi values. We will assume decisions are made incrementally. In the dis-
crete-time case, the owner will look at how profits responded to increasing or
decreasing the number of boats in the past few periods. If, for example,
increasing the number of boats in fishery 1 led to decreased profit, the owner
will decrease the number of boats in fishery 1 next period. In the continuous-
time model, the owner will choose bi so that dbi/dt is proportional to �(�1 �
�2 � �3)/�bi � ��i/bi, so that if increasing bi raises profit, the owner will raise
bi, as we discussed above. The full six-equation dynamic model is:

�
d
d
x
t
1

� � r1x1 �1 � �
K
x1

1
�� � a1b1

�
1x1

�
1

�
d
d
x
t
2

� � r2x2 �1 � �
K
x2

2
�� � a2b2

�
2x2

�
2

�
d
d
x
t
3

� � r3x3 �1 � �
K
x3

3
�� � a3b3

�
3x3

�
3 (6.39)

�
d
d
b
t
1

� � �1�
�

�

�

b1
� � �1(p1a1�1b

�

1
1�1x1

�1 � c1)

�
d
d
b
t
2

� � �2�
�

�

�

b2
� � �2(p2a2�2b2

�2�1x2
�2 � c2)

�
d
d
b
t
3

� � �3�
�

�

�

b3
� � �3(p3a3�3b3

�3�1x3
�3 � c3),

where for simplicity we use perfectly inelastic demand and the production
functions from (37). One would naturally want to include a time delay in this
system, realizing it takes some time for profit information to affect boat use
decisions.

6.11.2 Open access

As we discussed above, in an open-access economy, harvesters move into
each fishery as long as there are positive (economic) profits to made there. In
the long–run equilibrium, the profits in each fishery will be zero. In the
short–run discrete dynamic, the number bi of boats in fishery i will increase
by one at time t � 1 if the boats in fishery i made positive profits last period.
In the continuous-time model a natural dynamic is that dbi/dt is proportional
to �i, or better yet, to �i � �i/bi the profits per boat in fishery i. In this case,
we would replace the last three equations in (6.39) by the following three
equations:

�
d
d
b
t
1

� � �1 �
�1

b
(

1

b1)
� � �1(p1a1b1

�1�1x1
�1 � c1)
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2
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d
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t
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b
(

3

b3)
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�3�1
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6.11.3 Myopic profit adjustment

In the above cases—sole owner and open access, the number of boats in each
fishery is endogenous. Finally, we consider a case between these two.
Suppose that each boat is privately owned and that these owners respond to
profit signals in deciding which fishery to fish; that is, they tend to move to a
fishery that yields higher profit than their current fishery, if there is one. In
the discrete-time model, each boat studies the time series of the profits per
boat in each fishery and, with some probability, moves to a more profitable
fishery. In the continuous-time case, a natural candidate for the dbi/dt
dynamic is
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In these equations the �ij terms are measures of how easy it is to move
between fishery i and fishery j. Note that �i dbi/dt � 0, so that the total num-
ber of boats remains constant.

6.11.4 Fish migration

If the fisheries are connected, we can also include cross-migration terms for
the fish, just as we did for the fishermen in the open-access section of multi-
ple locations and multiple harvest. In this case, fish would tend to move from
the more crowded to the less crowded fisheries. See Chapter 3 for further dis-
cussion of this issue.
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6.12 Comparing solution strategies
In this chapter we have presented an introduction to mathematical models of
fisheries ecology, with an emphasis on the simple models that can be solved
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analytically. We have also indicated how one might use the program STELLA
to study these and more complex models. In general, it is a good idea to start
with the simplest models of any phenomenon and understand their struc-
tures and solutions before advancing to more complex models with more
parameters and more variables.

There are real advantages to being able to compute an analytic solution
of a model. Such analytical results are general theorems that hold for all val-
ues of the parameters and all initial population levels. On the other hand,
strictly speaking, results of STELLA runs yield true propositions only for
those parameter values and initial conditions actually implemented on the
computer runs. For example, one could implement on STELLA many runs of
the two-species competing species model 6.30, using many different values
for the intrinsic growth rates and carrying capacities. All these runs will tend
to some equilibrium. Yet, it takes a mathematical proof to assert that every
solution of system 6.30 tends to an equilibrium—for all parameter values and
for all initial conditions. Furthermore, the mathematical analysis gives an
analytic expression for these equilibria and specifically indicates which equi-
librium occurs for which choice of parameter values, as indicated in 6.31.
Mathematical analysis can also demonstrate solution properties not evident
in typical STELLA runs and can yield nonevident properties of the solutions
that STELLA does find (for example, properties 1 and 2 for the logistic
Equation 6.9 with r � 3).

STELLA certainly has its advantages. It is much easier to gain insights on
a dynamical system by running STELLA on it than it is by carrying out math-
ematical analysis on it. More importantly, STELLA runs can give valuable
insights into models that are too large or too complex to be amenable to math-
ematical analysis. This includes models with the realistic possibilities of lags
or uncertainty in the dynamical system’s response. Certainly, most realistic
fishery models fit into this category. Rarely does the equation under study
perfectly mirror the real-world situation. With STELLA one can easily try
perturbations of the system under study to test for robustness and resilience.

L1389_CH06I  11/15/00  12:44 PM  Page 148



section three

Models and empirical studies
in the real world

L1389_CH07I  11/15/00  12:45 PM  Page 149



L1389_CH07I  11/15/00  12:45 PM  Page 150



chapter seven

Simulation of the market for
Maine lobster
James Wilson

Contents

7.1 Industry & market background  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .152
7.2 The management/regulatory problem  . . . . . . . . . . . . . . . . . . . . . . . . .152
7.3 Building the market simulator  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .153
7.4 Initial specification of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .153
7.5 Qualitative criteria for checking the performance of the model  . . . .157
7.6 Level of aggregation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .159
7.7 Verifying the model structure  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .160
7.8 Testing the model with out-of-sample data . . . . . . . . . . . . . . . . . . . . . .164
7.9 Structural changes—the market for frozen product  . . . . . . . . . . . . . .165
7.10 Summary  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .167

The relationship of market institutions and resource sustainability is an area
of great interest but one that is rarely investigated beyond statistical esti-
mates of price changes. In this chapter we describe a model that simulates the
institutions that govern the decision behavior of agents (traders) in the mar-
ket for Maine lobster. The purpose of the model was to understand how fac-
tors such as inventory capacity and the timing and volume of landings might
interact with possible new harvesting rules to affect prices and ultimately the
efficacy of the harvesting rules. The chapter describes how we were able to
mix qualitative information obtained from interviews with dealers (traders)
and quantitative information obtained from official data sources to quantify
model structure and estimate changes in prices, inventories, and so on. We are
not aware of any similar work in the literature; consequently, what we
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1 Donald McCloskey, Computation Outstrips Analysis, Scientific American, July 1995, p. 26.

present here should be taken as a preliminary exploration of a new and pos-
sibly useful methodology. For the same reason, our description pays unusual
attention to the actual process we went through in the development of the
model.

In a recent article in Scientific American,1 the economist Donald
McCloskey outlines three phases in the development of a science—the philo-
sophical, the statistical, and the Babylonian. The phases are differentiated
principally by the costs of measurement and calculation, with the Babylonian
phase representing a brute-force emphasis on cheap calculations. As will
become apparent to the reader, the approach we describe here is most defi-
nitely of the Babylonian type.

7.1 Industry and market background
Maine lobsters are caught from Newfoundland south to Cape Hatteras, with
the greater part of the landings occurring in Maine and the Canadian
Maritimes. Differences in Canadian and U.S. regulations effectively create
two seasonally complementary markets. U.S. harvests are not limited to reg-
ulated seasons and tend to concentrate in the summer and early fall.
Canadian regulators have imposed harvesting seasons that tend to occur at
times when U.S. supplies are relatively low. Despite the complementary
nature of Canadian and U.S. landings, prices tend to vary by a factor of two
or more from lows, usually in September, to highs, usually in February or
March. The industry engages in months-long inventorying of live lobsters,
which are used to supply the market at times when winter weather and ice
usually prevent reliance on freshly landed lobsters and, of course, lead to
high prices. Canadian regulators have required, in some areas, different min-
imum sizes of capture, which creates a canned and frozen market that serves
segments of the market not open to live lobsters.

7.2 The management/regulatory problem
Unlike many of the fisheries of the northwest Atlantic, lobster populations
and harvests have grown steadily since the late 1970s, possibly as a compen-
sating response to the depleted state of other fisheries. In spite of this history,
models used by the National Marine Fisheries Service (NMFS) indicated a
severely overfished population throughout the 1970s, 1980s, and 1990s. As a
result, the New England Fisheries Management Council contemplated a new
regulatory regime that would require reductions in fishing effort of 20 to 50%
depending on the region within the overall fishery. The council had estab-
lished industry advisory groups, termed effort management teams (EMTs),
and had given these groups the option of choosing their preferred approach
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to effort reduction. Among the alternatives open to and considered by the
EMTs were individual transferable quotas, seasonal closures, limits on the
amount of fishing gear, and a variety of other possibilities.

The EMTs were particularly interested in how any alternative they might
choose would alter, not only the economics of harvesting, but also the behav-
ior of the market, including prices. Not incidentally they were also interested
in how changes in the market would feed back to the harvesting sector and
influence the implementation and economics of any chosen method of fish-
ing effort reduction.

In order to answer questions of this sort, the NMFS contracted with in-
vestigators at four New England universities (Maine, New Hampshire,
Massachusetts (Dartmouth) and Rhode Island) to construct a large simulator
of the entire industry—harvesting and market. The market simulator
reported on here is part of that larger simulation effort.

7.3 Building the market simulator
Given the regulatory alternatives under consideration by the EMTs, the
strong dependence of the industry on diverse but seasonal markets, the prob-
lems with price volatility and the importance of pounding,2 we decided early
in the process that the usual estimate of demand elasticity would be insuffi-
cient for the industry’s purposes. We were also worried that regulatory
changes might be so significant that the ability to statistically extrapolate
from the history of the market might be strongly impaired. Almost all of the
possible regulatory changes were expected to affect the volume and timing of
landings. Consequently, it was important that for each regulatory alternative
analyzed, we be able to give some guidance with regard to the complex inter-
play between the timing and volume of landings and imports, pounding and
pound capacity, and prices. For this reason we decided that we would
attempt to construct a simulation model of the market—one that included the
factors critical to the regulatory decision. What we mean by simulation of the
market is a model that attempts to mimic the decision process of the princi-
pal agents—first buyers, wholesalers, retailers, etc.—and produces as a result
estimates of the timing and magnitude of changes in prices, inventory hold-
ings, sales, purchases, and so on at each level in the market.

7.4 Initial specification of the model
From the outset we had in our minds a relatively simple idea about market
structure in which the agents at each level of the market bought, sold, and
held product in response to price, supply, and high and low inventory signals
at their own and other levels in the market (Figure 7.1). We began our work

2 Pounding is the industry term for the inventorying of live lobster. The term is drawn from the
tidal impoundments in which the inventorying takes place.

L1389_CH07I  11/15/00  12:45 PM  Page 153



154 Institutions, ecosystems, and sustainability

arbitrage arbitrage

dealer
pound
inventory

dealer
pricing

wholesale
inventory

wholesale
pricing

catch

imports

final consumers
trucking/air

trucking/air

retail
pricing

Export

Super
market

White
table
cloth

summer
tourist

Figure 7.2 Approximate structure from interviews.
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Figure 7.1 Preliminary structure.

in 1992 with extensive open-ended interviews of first buyers, wholesalers,
and retailers.

The purpose of these interviews was to confirm our broad conception of
market structure and dynamics and, especially, to determine the particular
market signals agents acted upon. These initial interviews also pointed out
the strong importance of context; that is, a price or other market signal may
be very important under one set of circumstances, but at other times and cir-
cumstances the same signal of the same strength may be virtually irrelevant.
For example, inventory levels are often important to the market but there are
times in the late summer and early fall, when inventories are normally accu-
mulated, that the level of inventories, per se, is relatively unimportant. In the
late winter, however, when landings are close to non-existent, the same level
of product inventory can be expected to have a strong influence on price
expectations.
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On the basis of these interviews we constructed a fairly detailed flow dia-
gram representing industry structure, product flow and decision points. This
diagram identified nine different sectors within the market—dealers/first
buyers and pounders at the first level of the market, wholesalers at the sec-
ond level, and European exports, Asian exports, supermarkets, institutional
services (Red Lobster, etc.), the summer New England tourist market and the
year-round white tablecloth restaurant trade at the final retail level. (Figures
7.2 and 7.3) Industry informants further divided each of these retail markets
into additional, finer categories on the basis of geographical or temporal vari-
ations. Similarly, the three levels in the market that we chose to categorize
might have just as easily been set at four or more. A small (at that time)
domestic processing sector producing frozen product was included in the
dealer sector.

The next step in the process was to determine what quantitative and/or
qualitative data existed or might be generated for the purposes of both spec-
ifying functional relationships and verifying the model. It was apparent from
the outset that the descriptive detail about the market that we had accumu-
lated far outran any existing data or the resources we had available to gener-
ate new data. We faced a situation where we had the simulation model
equivalent of too many variables and not enough equations; even if the
model were to predict well (which was highly unlikely) there was no way to

Dealer Whole
sale Retail

Dealer whole
sale

Retail

Dealer
revenue

wholesale
revenue

Retail
revenue

arbitragearbitrage

to consumers

from consumers

Figure 7.3 A three-level market with inventory, price and revenue flows.
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verify the underlying structure—and that structure is what we were inter-
ested in.

Consequently, we set out with another set of open-ended interviews and
a more formal survey for the purpose of determining the kinds and quality
of data available and the level of disaggregation that might be supported in
the model. There were two types of data we sought from these interviews: (1)
qualitative data about the reaction of market agents to changes in market sig-
nals (e.g., the response of buyers to changes in the rate of landings and/or
imports, i.e., supplies from Canada) and (2) data that might be used to verify
the performance of the model (e.g., the timing of inventory peaks and
troughs).

This second round of surveys quickly revealed consistent information
about the general functional form of components in the model. For example,
the flow of product between different levels of the market is basically an arbi-
trage process that is motivated by the profits to be made from price differ-
ences at the two levels of the market. Respondents uniformly agreed that
widening price spreads provoked an accelerating rate of product flow. In
short, the relationship between price spreads and product flow was seen as
non-linear and increasing. (Figure 7.4) Importantly, what was not available
from these interviews was any concrete sense of the quantitative aspects of
the relationship. At first glance, this might seem to be a fatal omission, but as
we show later, it is one that can be overcome more or less with the use of
simulation.

One particular relationship derived from these surveys that is of strong
interest concerns consumer response to changes in retail prices—sometimes
known as the demand curve. At one point we had considered using monthly
demand curves previously estimated by project members (Cheng and
Townsend, 1993). However, we were surprised to find that informants at all
levels of the market offered the very consistent information that when con-
sumer prices fall below about $4.50 (all prices used here are 1981 real prices)
sales volume accelerated rapidly. Above $4.50 sales were relatively steady

Retail/Wholesale
Price differences

Volume of
exchange

Figure 7.4 Generalized arbitrage function.
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but slowly declined until a price in the range of $9 to $10 was reached, at
which time the market essentially shut down (Figure 7.5).

An interesting aspect of the survey response was that industry infor-
mants saw this schedule of demand prevailing over the entire market over
the course of the year. In other words, although there was a typical seasonal
pattern to demand (and prices) our informants argued that if prices fell
below the $4.50 level at other than the usual times of the year, demand could
be counted on to expand in the same fashion. Likewise, high prices at times
of the year that normally saw low prices and high consumption would lead
to a virtual ‘shut down’ of consumption. This demand schedule, like the
other market response functions, could not be quantified on the basis of the
surveys alone. Final determination of the quantitative attributes of the
demand curve was estimated as described below through the use of the sim-
ulator.

7.5 Qualitative criteria for checking the performance
of the model

These surveys also provided very valuable information for the purposes of
verifying the performance of the model. ‘Hard’ published data on the market
is relatively limited—only monthly data on landings and average monthly
prices from 1980 to the present were available.3 We were able to supplement
this data with a variety of other, mostly qualitative, information which could
be used to verify the performance of the model. For example, because of

Quantity

Price

~$4.50

~$10.00

  $0.00

Figure 7.5 Generalized demand function.

3 In the United States, data are collected independently by the various states and compiled by the
National Marine Fisheries Service. 1980 is the earliest date for which consistent data for all the
relevant states are available. In Canada, where the data series extends further back, data are col-
lected by the Department of Fisheries and Oceans.
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water temperature and market conditions, the long-term pounding of lob-
sters ends completely by the early part of July. Long-term inventories
(pounded lobsters) tend to peak just before the Christmas rush, and so on.
These ‘check points’ or criteria were developed so that when the simulator
was run we would be able to see if it faithfully simulated these aspects of the
market. All together we generated a list of some 12 qualitative checks of this
sort. They are presented here:

1. Typical retail price behavior is characterized by:
• stickiness
• infrequent changes
• adherence to traditional pricing points ($5.95, $6.95, etc.)

2. Retail demand appears to have three distinct ranges:
• above approximately $9.00 demand appears to fall off rapidly

with increases in price
• in the range of about $4.50 to $9.00 demand appears to be rela-

tively insensitive to changes in price
• below $4.50 demand increases rapidly with decreases in price

3. Retailers prefer to keep small inventories relative to total turnover.
4. Retail price mark-up policies—retailers attempt to maintain constant

gross margins but this may not be possible at both high and low
prices.

5. Retailers are faced with much less active shopping around than sell-
ers at other levels in the market. Consequently, retail prices deviate
from one another much more than wholesale or exvessel prices.

6. Wholesalers/distributors tend to change their prices frequently with
changes in exvessel prices in an attempt to maintain relatively con-
stant margins.

7. Wholesale/distribution prices tend to be very competitive; the enforc-
ing mechanism is the tendency for clients to maintain supply rela-
tionships with two or three wholesalers and to shop among them.

8. Wholesalers/distributors maintain much larger inventories than
retailers (with improvements in transportation, these have been get-
ting lower as well).

9. Dealers/pounds have the ability to hold large inventories in order
to speculate against expected large swings in seasonal prices.
Inventories (pound holdings) begin to accumulate in the early fall.

10. Pounds start to sell off in December and end in February or March,
sometimes later.

11. A second inventory period occurs in the late spring, at which time
Canadian and US spring catch is held in anticipation of the early part
of the tourist season which occurs before the summer run of landings.

12. Dealers/pounds tend to face very competitive pricing. Prices change
frequently (daily, sometimes hourly) in response to landings and other
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factors. At this level of the market as well prices are kept competitive
by clients shopping among a small number of regular suppliers.

In more traditional language, the demand curve is elastic above $9.00, ine-
leastic in the range between $9.00 and $4.50 and elastic again below $4.50. (It
is important to note that we obtained generally consistent descriptions of the
general shape of the demand curve, including values on the price axis, but
could not obtain the values on the quantity axis.)

7.6 Level of aggregation
In spite of the numerous checks that we were able to generate, one particular
and, for purposes of disaggregation, critical set of data was not available. If
one examines the detailed model diagram (Figure 7.1), it is immediately clear
that a simulator constructed at this level of aggregation would need to simu-
late the relative flows of product to the various retail sectors outlined in the
diagram. In the absence of this kind of information, any number of different
allocations of product among the final markets might generate identical
results elsewhere in the model, e.g., calculated exvessel prices. The second set
of interviews and surveys made it apparent that even the most rudimentary
quantification of the timing and volume of inventory flows to the various
retail segments of the market would be very expensive to develop and,
because of the proprietary nature of most of the information, maybe impos-
sible.4 Consequently, at this point we radically revised our design of the
model. We reduced the detail to two market levels: a dealer/pound level at
the first buyer level (hereafter referred to as the dealer sector), a single undif-
ferentiated retail sector, and an arbitrage function that depended upon dif-
ferences in prices at the two market levels (Figure 7.6).

The calculation logic of the model is this: supplies (both imports from
Canada and U.S. landings) enter dealer/pound inventories. Changes in the
rate at which supplies enter (which are treated as independent of the market),
inventory levels and sales to retail (the rate at which supplies exit) act as sig-
nals that prompt dealers’ prices to rise or fall. The rate of exit from dealer
inventories depends on the difference between retail and dealer prices.
Retailer prices are set on the basis of retail inventory levels and changes in
inventories—both of which strongly reflect consumer demand. A change in
retail prices causes a change in product flows from dealers which influences

4 For many other industries, especially those that have developed inventory reporting systems,
data of this sort are routinely available. If available, this kind of data would allow the analysis of
the consequences of market promotion and other programs that target particular segments of the
retail market and, consequently, when tied with a simulator might be a very valuable develop-
ment tool.
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dealer prices. In systems language, there are three interacting feedback
loops—(1) dealer inventories influence dealer prices which influence arbi-
trage which in turn influences dealer inventories; (2) retail inventories influ-
ence retail prices which influences arbitrage which affects retail inventories;
and (3) consumer demand influences retail inventories (through sales) which
affects retail prices and so on.

7.7 Verifying the model structure
At this point in the process we had developed a model with a fairly concrete
structure and a variety of criteria for verifying performance, but the specifi-
cation of the principal functional relationships in the model was only given
at a very general level. Our first step was to specify the quantitative attributes
of these functions on the basis of a priori information about the market; in
other words, we made educated guesses about the probable ranges over
which the functional relationships operated. For example, we knew that from
the individual dealer’s perspective there was an acceptable level of invento-
ries below which prices rose at an accelerating rate and above which the
opposite occurred. Given a time horizon of a couple of weeks, we roughly
estimated the acceptable level of inventories for the market as a whole to be
in the range of 2 to 4 million pounds. Similar guesses were made with regard
to the rate of price change in response to inventory levels. The same process
was followed for all functional relationships.

Our next step was to rank the variables according to their temporal scale.
The point of this ranking was to identify those variables that had the most
pronounced effect upon the coarse grained annual behavior of the market as
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Figure 7.6 Final model structure.
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5 During the specification of the model it was very tempting to impose conditions that would
force the model to meet the developed criteria. For example, if it is known that inventories reach
a peak at a certain time of year, it is tempting to create a specification that imposes that result.
Doing so, of course, will make the model perform better with regard to historical data for which
this fact is known but at the same time completely disarm the model with regard to its ability to
predict anomalous events that may lie outside the sample data.

opposed to those whose principal effect was to influence fine grained short-
term events.5 Table 7.1 shows these rankings. We then began the truly
Babylonian phase of the work. A time series of landings and prices composed
of the same ‘typical’ year (1985–7 averaged) repeated 10 times was gener-
ated. These years were chosen in spite of the fact that we had fairly strong
anecdotal evidence that a significant structural shift had taken place during
1990–91 when U.S.-landed lobsters began to be frozen in large numbers and,
at the same time, there was a significant disruption in European and Asian
exports because of the shortage of cargo aircraft during the Gulf War build-
up. The point of this approach was to begin fitting the model to a set of data
that was relatively free of strong exogenous shocks and also to test for the
apparent structural shift.

Starting with the coarse grained variables—consumer demand and the
arbitrage function—we used sensitivity analysis to search for quantitative
attributes of these functions that would generate an annual inventory and
exvessel price pattern that approximated those observed in the industry.
When the most satisfactory set of values for these functions was located, a
wide search over alternative values was conducted to check against having
possibly located a sub-optimum.

We then followed a similar procedure with the next most coarse grained
function—price response to dealer inventory levels—again searching for the
most satisfactory set of values given our criteria for the performance of the
model. When an apparent ‘best set’ of values was found, broad searches out-
side that range were conducted. Rather than continue down the ranked
list of functions, it was necessary to return to the most coarse-grained
functions—consumer demand and arbitrage—and repeat the search. Because
all the functions in the model interact strongly—the strength of the interac-
tion is roughly related to their proximity in the temporal ranking—any
change in the dealer response to inventory levels can be expected to affect the
nearby ranked functions of consumer demand and arbitrage.

This somewhat tedious procedure of slowly working down the ranking
of functions and circling back to repeat previously conducted searches was
followed until all the functions in the model were fully specified. To facilitate
this search a number of calculations with graphical and tabular outputs were
developed that provided quick indicators of the changing performance of the
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Table 7.1 Temporal Ranking of Decision Variables and Their Effect on Simulation

Variable Effect on model

• Consumer demand

• Horizontal shifts strongly affect dealer
prices at all times of the year. Shifts to the
right create upward pressure on estimated
prices; shifts to the left, downward.

• Vertical shifts tend to shift sales between
the upper leg of the demand curve and the
lower. Consequently, upward shifts move
more sales to the summer months,
downward to the winter.

• Strongly affects the annual level and
pattern of inventories, especially at the
dealer level. Has equally strong impact on
the spread between dealer and retail prices.

• Lower level tends to determine level of
high prices in late winter.

• Upper level tends to affect prices most
in fall.

• Tends to have strong effect in late fall
(upward on prices) and strong downward
in spring depending on when Canadian
landings begin.

• Strong effects especially in the early spring
and fall.

• Lower level generally weak short-term
effects but felt throughout year. Tends to
kick in at times of shortages and provokes
jumps in both retail and dealer prices.
Occurs most often in summer months
when prices are low and “bursts” of retail
sales occur.

• Upper level affects retail prices strongly,
but tends to have a weak effect upon
dealer prices. Sporadic impact, no seasonal
pattern. 

• Generally weak effects, no apparent time
of year when this is especially important.

a. Horizontal shifts

b. Vertical shifts
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Figure 7.7 Real and calculated prices preliminary tuned model.

6 Each 10-year, 520-period run requires less than 5 seconds to run. More significant, however, is
the time required to analyze the graphical and tabular outputs and decide upon the next step in
the search process—small or large increments, same or different direction.

model. We did not keep track of the number of model runs required during
this process but would estimate the number to be anywhere from 300 to 500.6

During this process we also maintained a continuing conversation with
a number of informants in the industry. As mechanical as our description
above may sound, it was anything but that. In effect, as we went through the
process we began to find consistent problems with even the best quantitative
specifications we could develop. Generally the problem was that we had
missed a significant aspect of the functional relationship, for example, that
during the month of June inventory levels even though very low, do not have
much of an impact on the market because large landings can generally be
expected within a few short weeks. Sometimes the nature of the problem
became apparent during the search process and industry informants were
used to confirm our suspicions; sometimes our informants provided
completely new information that had not appeared before. This experience
indicates a significant limitation to the model, and that is the ability to spec-
ify functional relationships as they may occur in unexpected circumstances
lying outside the historical experience of our informants.

At the end of this process a model tuned very closely to our performance
criteria was produced. Average absolute error in predicted exvessel prices
was 3.9% while at the same time the qualitative criteria listed above were, by
and large, met. Figure 7.7 shows the relatively tight fit of predicted and actual
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7 The number of observations in Figure 7.8 is less than 520 because of the graphical resolution,
i.e., many observations overlie one another at the resolution of the graph.
8 The model is sensitive to initial values specified for inventories and prices. The circumstances
produced by these misspecifications generally take a year or two to “work out.” Consequently,
every run of the model is initiated by three copies of the first year’s data; i.e., 1986, 1986, 1986,
1987, 1988, . . . 1993.

prices. Figure 7.8 illustrates the retail price/quantity relationships generated
by the model. “Observations” not lying on the demand curve were disequi-
librium circumstances that provoked a price increase or decrease in the next
period.7

7.8 Testing the model with out-of-sample data
This tuned model was then applied to data for the period 1986 to 1993. Figure
7.9 shows a time series graph of the results from that run.8 The average
absolute error in predicted exvessel prices was in the 10 to 11% range until
1989–90 after which it rises to nearly 20%. In short, the model does fairly well
for 3 years beyond the sample and then falls apart. Even during the years
when the absolute error is relatively low, there are relatively consistent ways
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Figure 7.8 Estimated consumer demand curve.
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and times of the year when the error occurs. For example, in Figure 7.9 the
model calculates the summer low point in prices reasonably well but every
other fall generates a generally faster run up in prices. This tends to generate
a lower rate of sales in the fall, less sell off from inventory, and (every other
year) a tendency to miss the high late winter prices. In retrospect, these prob-
lems are attributable to either (1) the use of a “typical year” which suppresses
the full range of variation in prices and supplies, and/or (2) inventory accu-
mulations (in the model) that carry over from year to year and influence price
changes.

7.9 Structural changes—the market for frozen product
As we expected, these initial runs show an apparent structural shift in the
market that occurred in the 1989–90 period. At this time there was a very
marked increase in landings over what had occurred throughout the 1980s—
about 50%. The market responded to these increased landings by shifting a
substantial amount of mostly Maine-landed product (upwards of 10 million
pounds) into the frozen sector. Before this time freezing had been restricted
to “undersized” lobsters landed in the Northumberland Straight area of the
Gulf of St. Lawrence. At the same time a new market for this larger frozen
product was opened.

In order to further explore our hypothesis about structural change we
altered the model to include a small sector that reflected the decision process
of processors of frozen product. As in our earlier work we interviewed indus-
try informants. From them we learned that processors of frozen product
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Figure 7.9 Model forecast and actual prices: first run of tuned model with out-of-
sample data.
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worked on margins that made it possible for them to buy and operate when
they expected exvessel prices to fall to the $2.25 to $2.50 range for 8 to 10
weeks (long enough to make it worthwhile to open the processing plants).
Furthermore, processing capacity apparently was in the range of no more
than 1 million pounds weekly. Figure 7.10 shows the results of altering the
model to include a frozen sector.

This modification of the model produced absolute average errors in pre-
dicted exvessel prices in the range of about 11% with a very slight trend
toward greater error in the later years. As in the earlier run (Figure 7.9), there
is a consistent tendency for estimated prices to rise much earlier in the fall
than actual and a (related) tendency to miss peak winter prices—a problem
we trace back to the decision to tune the model on a “typical, averaged” year.

An examination of the demand curve estimated from this structurally
revised version of the model (Figure 7.11) shows the “kink” in the demand
curve to be somewhat lower than our survey information would lead us to
expect. Additionally, the observations lying to the left of the “demand enve-
lope” indicate periods of disequilibrium that are closely associated with
those times when the model underestimates exvessel price. These disequilib-
rium situations are another perspective on the model’s failure to track higher
prices well. (The lines in Figure 7.11 connect successive price/quantity 
combinations calculated by the model. This tends to show the demand curve
much more clearly and gives a better idea of the adjustment process in the
model. For example, the lowest horizontal line represents a sudden drop in
supplies; in the following month prices respond and there is a modest change
in supplies, shown by the line moving to the northeast.)
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Figure 7.10 Model forecast and actual prices with market for frozen 
product.
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7.10 Summary
The model described here illustrates a way to use simulation modeling as an
alternative to the economists’ common problem of forecasting market behav-
ior. Unlike statistical methods this approach requires fairly intimate knowl-
edge of the market and a network of candid informants. (Alternatively, the
requirements of constructing the model might be looked upon as a frame-
work for learning about the operation and behavior of the market.) It allows
the combined use of qualitative and quantitative data and, when necessary,
permits the specification of very particular characteristics of the market, e.g.,
the effect of inventory levels in June or July as compared with the same in
December or January. Like any model it has serious limitations due to its sim-
plification of a complex environment. Figure 7.9, for example, shows the
rapidity with which the quality of the model’s forecasts deteriorates after the
years over which the model was trained. And finally, although the forecasts
of the model appear to be relatively good when compared with, say, typical
statistical forecasts, there is no rigorous way to calculate the equivalent of
confidence limits.
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Figure 7.11 Estimated consumer demand curve with frozen product.
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8.1 A three-step modeling process
The models presented to this point in the book have been designed to help
understand a particular problem or process. This chapter describes a three
step process for the use of models to support decisions about environmental
investments and problems. Using models in this way greatly enhances the
learning and communication process in a multi-stakeholder situation. The
first stage of the process is to develop a high-generality, low-resolution scop-
ing and consensus building model involving broad representation of stake-
holder groups affected by the problem. STELLA and similar software make it
feasible to involve a group of modeling novices in the construction of rela-
tively complex models, with a few people competent in modeling acting as
facilitators. Using STELLA, and projecting the computer screen onto the wall
or sharing a model via the Internet, the process of model construction can be
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transparent to a group of diverse stakeholders. Participants can follow the
model construction process and contribute their knowledge to the process.

After the basic model structure is developed, the program requires more
detailed decisions about the functional connections between variables. This
process is also transparent to the group, using well-designed dialogue boxes,
and the potential for graphic and algebraic input. The models that result from
this process are designed to capture as much “realism” as possible and to
answer preliminary questions about system dynamics, especially its main
areas of sensitivity and uncertainty, and thus to guide the research agenda in
the following modeling stage.

The second stage research models are more detailed and realistic
attempts to replicate the dynamics of the particular system of interest. This
stage involves collecting large amounts of historical data for calibration and
testing and conducting a detailed analysis of the areas of uncertainty in the
model. It may involve traditional “experts” and is more concerned with ana-
lyzing the details of the historical development of a particular system with an
eye toward developing specific scenarios or policy options in the next stage.
It is still critical to maintain stakeholder involvement and interaction in this
stage through the exchange of models and with regular workshops and meet-
ings to discuss model progress and results.

While integrated models aimed at realism and precision are large,
complex, and loaded with uncertainties of various kinds (Costanza et al.,
1990; Groffman and Likens, 1994; Bockstael et al., 1995), our abilities to
understand, communicate, and deal with these uncertainties are rapidly
improving. It is also important to remember that while increasing the
resolution and complexity of models increases the amount we can say about
a system, it also limits how accurately we can say it. Model predictability
tends to fall with increasing resolution due to compounding uncertainties
(Costanza and Maxwell, 1993). What we are after are models that optimize
their “effectiveness” (Costanza and Sklar, 1985) by choosing an intermediate
resolution where the product of predictability and resolution (effectiveness)
is maximized. As a consequence, resolution of the research models is
medium to high, depending on the results of the scoping model.

The third stage of management models is focused on producing scenar-
ios and management options in this context of adaptive feedback and moni-
toring, and based on the earlier scoping and research models. It is also
necessary to place the modeling process within the larger framework of
adaptive management (Holling, 1978) if management is to be effective.
“Adaptive management” views regional development policy and manage-
ment as “experiments,” where interventions at several scales are made to
achieve understanding and to identify and test policy options (Holling, 1978;
Walters, 1986; Lee, 1993; Gunderson et al., 1995). This means that models and
policies based on them are not taken as the ultimate answers, but rather as
guiding an adaptive experimentation process with the regional system.
Emphasis is placed on monitoring and feedback to check and improve
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models, rather than using models to obfuscate and defend a policy which
does not correspond to reality. Continuing stakeholder involvement is essen-
tial in adaptive management.

Each of these stages in the modeling process has useful products, but the
process is most beneficial and effective if followed in the order described. Too
often we jump to the research or management stage of the process without first
building adequate consensus about the nature of the problem and without
involvingtheappropriatestakeholdergroups. What we save on time and effort
by jumping ahead is easily lost later on in attempts to forge agreement about
results and generate compliance with the policies derived from the model.

8.2 Case studies
In this section we briefly describe a set of case studies that embody some or
all of the characteristics of the three stage modeling process outlined above.
The purpose of this section is to illustrate the wide range of environmental
issues to which scoping and consensus building modeling has been applied,
and to indicate the various degrees to which stakeholder involvement has
been achieved in model development. We begin with case studies that
solicited from stakeholders specific information to be included in the models
and that shared throughout the modeling process the models with the con-
tributors through a series of conversations, mailings, and presentations. We
also present examples of cases in which workshop meetings for scoping and
consensus building have been conducted in which a group of stakeholders
convened to collectively develop models for scoping and consensus building
purposes. Some of the models presented here have been followed up with
more detailed research and management models.

8.2.1 U.S. iron and steel production

The iron and steel industry is the single largest energy consumer in the indus-
trial sector of the U.S. economy and is characterized by large scale operations
that require significant capital investment to change their structure and func-
tioning. The high degree of interconnectedness among the various produc-
tion stages often requires technological adjustments at one stage in response
to change elsewhere in the industry. For example, many vertically integrated
steel plants have been retiring their coke ovens, replacing them with
imported coke and decreasing the production of pig iron, in which coke is
used to reduce iron ores. The decline in pig iron production from blast fur-
naces is accompanied by a shift in raw steel production technologies away
from those that use pig iron as their main input if overall raw steel output is
to be maintained (Sparrow, 1983; Ross, 1987; Ruth, 1995). This typically
means movement towards electric arc furnaces, whose main energy input is
electricity. One effect of the changes in technologies at the various produc-
tion stages is a significant change in the industry’s energy use profile. 
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By-products such as coke oven gas and blast furnace gas have traditionally
been used as energy sources in basic oxygen furnaces. The reduced produc-
tion of pig iron leads to an increase in the fractions of energy purchased else-
where rather than produced by the industry itself. The latter affects the
industry’s influence on its supply and cost of energy and has ramifications
for its emissions profile.

The large investments that are required for the implementation of 
new technologies and the many interdependencies among the various
production stages make it necessary for decision makers to anticipate 
long-term trends in demand of the industry’s products and supply of 
raw materials and energy. By the same token, to move towards sus-
tainable industry practices requires managers and policy decision makers 
to explore the implications for the industry’s material and energy use
profiles. They must explore a wide range of scenarios about changes in
demand and the speed at which technologies can be adapted (Ruth and
Harrington, 1997).

Using STELLA software, a model has been developed of iron ore mining,
processing and raw steel production for the aggregate U.S. iron and steel
industry with the goal to identify the industry’s future likely profiles of mate-
rial and energy use. The goal of the scoping and consensus building model-
ing of U.S. iron and steel industries was to capture the feedback among
various production stages in the industry in terms of material and energy
use. Particular attention was given to changes in material and energy flows
in response to changes in input materials, technical change at the various pro-
duction stages, and changes in demand for raw steel (Weston and Ruth,
1997). A series of informal, iterative interviews with industry experts, mem-
bers of industry associations and consultants was carried out to arrive at a
model structure that is sufficiently detailed to capture feedback responses
and sufficiently simple to be easily communicated to non-expert modelers.
Significant agreement was already present at the outset of the model devel-
opment process on the system boundaries that define the respective produc-
tion stages, and on the key material and energy types to be included in the
model. Based on this consensus, the model captures mining, pig iron pro-
duction and raw steel production, and modules for electricity generation and
coke production (Figure 2.1 in Chapter 2).

To generate consensus on the specification of material and energy use at
the various production stages and the feedback processes that occur among
them, engineering information from various sources was used and supple-
mented with time series data derived from published sources. These quailifi-
cations provided a benchmark for model runs. To explore the industry’s
profiles of material and energy use under alternative assumptions, the model
was set up to be run in an interactive modeling mode that enables decision
makers to choose different parameter settings based on their understanding
of the industry. Additionally, the model was designed to investigate the
implications that various rates of change in demand for the industry’s prod-
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ucts and in technologies may have on material and energy use at individual
production stages and by the industry as a whole.

The discussions with industry experts prior to setting up the model and
running it indicated a prevailing assumption that even though crude ore
reserves are finite, absolute amounts are large and ore grades sufficiently
high to not pose a constraint on industry in the long run. Various model runs
refuted this view of the industry. Even though there is no shortage of ore in
the United States, the model shows that declines in ore grade lead to
increases in total energy consumption per ton of raw steel output that is
unlikely to be compensated for by improvements in technology—even in the
presence of further increased recycling rates and only moderate demand
increases. Valuable insight was generated with regard to changes in the
industry’s energy mix, technology mix and the time frames in which these
changes are likely to occur.

Subsequently, the model has been significantly extended from the model
designed for scoping and consensus building to include indirect energy
requirements by the iron and steel industry, and direct and indirect carbon
emissions (Ruth, 1995). Efforts are under way to work with managers in
industry to guide investment decisions at the level of the firm and provide
management support. Similar applications of dynamic modeling to indus-
trial processes have been conducted for several other metals industries (Ruth,
1997), U.S. pulp and paper production (Ruth and Harrington, 1997), and U.S.
container, flat and fiberglass production (Ruth and Dell’Anno, 1997).

8.2.2 Louisiana coastal wetlands

Applications of dynamic modeling for scoping and consensus building in
industrial systems have concentrated on material and energy flows within
these systems and between these systems and their environment. In contrast,
the Louisiana coastal wetlands project traces the distribution of water and
sediment through landscapes.

The changing historical sequence of the Mississippi River’s main distrib-
utaries has resulted in sediment deposition that formed the current
Mississippi deltaic plain marshes. This delta switching cycle lasts on average
1500 years and sets the historical context of this landscape. At present, the
river is in the process of changing from the current channel to the much
shorter Atchafalaya River. The U.S. Army Corps of Engineers maintains a
control structure at Old River to control the percentage of Mississippi River
flow going down the Atchafalaya. Since about 1950 this percentage has been
set at approximately 30%. Atchafalaya River borne sediment first filled in
open water areas in the upper Atchafalaya basin, and more recently has
begun to build a delta in Atchafalaya Bay (Roberts et al., 1980; Van Heerden
and Roberts, 1980a, 1980b). During the next few decades, a new delta is pro-
jected to form at the mouth of the river, and plant community succession will
occur on the recently formed delta and in the existing marshes. At the same

L1389_Ch08I  11/15/00  12:46 PM  Page 173



174 Institutions, ecosystems, and sustainability

time, the overall Louisiana coastal zone is projected to have a net loss of
approximately 100 km2/yr due to sediment starvation and saltwater
intrusion (Gagliano et al., 1981).

The leveeing of the Mississippi and Atchafalaya Rivers, along with the
damming of distributaries, has virtually eliminated riverine sediment input
to most Louisiana coastal marshes. This change has broken the deltaic cycle
and greatly accelerated land loss. Only in the area of the Atchafalaya delta is
sediment-laden water flowing into wetland areas and land gain occurring
(Roberts et al., 1980; Van Heerden and Roberts, 1980a, 1980b).

Primary human activities that potentially contribute to wetland loss are
flood control, canals, spoil banks, land reclamation, fluids withdrawal, and
highway construction. There is evidence that canals and levees are an impor-
tant factor in wetland loss in coastal Louisiana, but there is much disagree-
ment about the magnitude of the indirect loss caused by them (Craig et al.,
1979; Cleveland et al., 1981; Scaife et al., 1983; Deegan et al., 1984; Leibowitz,
1989). Natural channels are generally not deep enough for the needs of oil
recovery, navigation, pipelines, and drainage, so a vast network of canals has
been built. In the Deltaic Plain of Louisiana, canals and their associated spoil
banks of dredged material currently comprise 8% of the total marsh area
compared to 2% in 1955. The construction of canals leads to direct loss of
marsh by dredging and spoil deposition and indirect loss by changing
hydrology, sedimentation, and productivity. Canals are thought to lead to
more rapid salinity intrusion, causing the death of freshwater vegetation.
Canal spoil banks also limit water exchange with wetlands, thereby decreas-
ing deposition of suspended sediments.

Proposed human activities can have a dramatic impact on the distribu-
tion of water and sediments from the Atchafalaya River, and consequently on
the development of the Atchafalaya landscape. For example, the Corps of
Engineers was considering extending a levee along the east bank of the
Atchafalaya that would restrict water and sediment flow into the Terrebonne
marshes.

This situation represented a unique opportunity both to study land-
scape dynamics and to build consensus about how the system works and
how to manage it. The Atchafalaya landscape is changing rapidly enough
to provide time-series observations that can be used to test basic hypothe-
ses about how coastal landscapes develop. In addition to short-term obser-
vations, there is a long and detailed history of field and remotely sensed
data available on the study area (Bahr et al., 1983; Costanza et al., 1983).
Solutions to the land loss problem in Louisiana all have far-reaching impli-
cations. They depend on which combination of solutions are undertaken
and when and where they are undertaken. Outside forces (i.e., rates of sea
level rise) also influence the effectiveness of any proposed solution. In the
past, suggested solutions have been evaluated independently of each other,
in an ad hoc manner, and without adequate dialogue and consensus among
affected parties.
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In order to address this problem in a more comprehensive way, a project
was started in 1986 to apply the three-stage modeling approach described
above. The first stage of scoping and consensus building involved mainly
representatives of the Corps of Engineers, the U.S. Fish and Wildlife Service,
local landowners and environmentalists, and several disciplines within the
academic community. This stage involved a series of workshops aimed at
developing a “unit model” (using STELLA) of the basic processes occurring
at any point in the landscape, and at coming to agreement about how to
model the entire landscape in the later stages. This stage took about a year.

In the second (research) stage, an integrated spatial simulation modeling
approach was developed (Costanza et al., 1988; 1990; Sklar et al., 1985; 1989);
that replicated the unit model developed in stage 1 over the coastal landscape
and added horizontal flows of water, nutrients, and sediments, along with
successional algorithms to model changes in the distribution pattern of habi-
tats on the landscape. Using this approach, the ability was demonstrated to
simulate the past behavior of the system in a fairly realistic way (Costanza et
al., 1990). This part of the process took about 3 years.

In the third (management) stage of the dynamic modeling process a
range of projected future conditions was laid out as a function of various
management alternatives and natural changes, both individually and in var-
ious combinations. The research and management model simulates both the
dynamic and spatial behavior of the system, and it keeps track of several of
the important landscape-level variables in the system, such as ecosystem
type, water level and flow, sediment levels and sedimentation, subsidence,
salinity, primary production, nutrient levels, and elevation.

The research and management model was called the Coastal Ecological
Landscape Spatial Simulation (CELSS) model. It consists of 2479 1-km2 spa-
tial cells to simulate a rapidly changing section of the Louisiana coast and
predict long-term (50 to 100 year) spatially articulated changes in this land-
scape as a function of various management alternatives and natural and
human-influenced climate variations.

The model was run on a CRAY supercomputer from initial conditions
in 1956 through 1978 and 1983 (years for which additional data were avail-
able for calibration and validation) and on to the year 2033 with a maximum
of weekly time steps. It accounted for 89.6% of the spatial variation in the
1978 calibration data and 79% of the variation in the 1983 verification data.
Various future and past scenarios were analyzed with the model, including
the future impacts of various Atchafalaya River levee extension proposals,
freshwater diversion plans, marsh damage mitigation plans, future global
sea level rise, and the historical impacts of past human activities and past
climate patterns.

The model results were used by the Corps of Engineers and the Fish and
Wildlife Service in making decisions about these management options.
Because they were involved directly as participants in the process through all
three stages, the model results were much easier both to communicate and to
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implement. The participants also had a much more sophisticated understand-
ing of the underlying assumptions, uncertainties, and limitations of the model,
along with its strengths, and could use it effectively as a management tool.

8.2.3 South African fynbos ecosystems

While the Louisiana wetlands project concentrated on aspects of the physical
landscape, another scoping and consensus building project was initiated to
address issues of species diversity. The area of study is the Cape Floristic
Region—one of the world’s smallest and, for its size, richest floral kingdoms.
This tiny area, occupying a mere 90,000 km2, supports 8500 plant species of
which 68% are endemic, with 193 endemic genera and 6 endemic families
(Bond and Goldblatt, 1984). Because of the many threats to this region’s spec-
tacular flora, it has earned the distinction of being the world’s “hottest” hot-
spot of biodiversity (Myers, 1990).

The predominant vegetation in the Cape Floristic Region is fynbos, a
hard-leafed and fire-prone shrubland which grows on the highly infertile
soils associated with the ancient, quartzitic mountains (mountain fynbos)
and the wind-blown sands of the coastal margin (lowland fynbos) (Cowling,
1992). Owing to the prevalent climate of cool, wet winters, and warm, dry
summers, fynbos is superficially similar to California chaparral and other
Mediterranean climate shrublands of the world (Hobbs et al., 1995). Fynbos
landscapes are extremely rich in plant species (the Cape Peninsula has 2554
species in 470 km2) and the amount of narrow endemism ranks among the
highest in the world (Cowling et al., 1992).

In order to adequately manage these ecosystems several questions had to
be answered, including what services do these species-rich fynbos ecosys-
tems provide and what is their value to society? A 2-week workshop was
held at the University of Cape Town (UCT) with a group of faculty and stu-
dents from different disciplines along with parks managers, business people,
and environmentalists. The primary goal of the workshop was to produce a
series of consensus-based research papers that critically assessed the practi-
cal and theoretical issues surrounding ecosystem valuation as well as assess-
ing the value of services derived by local and regional communities from
fynbos systems.

To achieve the goals, an “atelier” approach was used to form multidisci-
plinary, multicultural teams, breaking down traditional hierarchical
approach to problem solving. Open space (Rao, 1994) techniques were used
to identify critical questions and allow participants to form working groups
to tackle those questions. Open space meetings are loosely organized affairs
which give all participants an opportunity to raise issues and participate in
finding solutions.

The working groups of this workshop met several times during the first
week of the course and almost continuously during the second week. The
groups convened together periodically to hear updates of group projects and
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to offer feedback to other groups. Some group members floated to other
groups at times to offer specific knowledge or technical advice.

Despite some initial misgivings on the part of the group, the loose struc-
ture of the course was remarkably successful, and by the end of the 2 weeks,
seven working groups had toiled feverishly to draft papers. One group
focused on producing an initial scoping model of the fynbos. This modeling
group produced perhaps the most applicable and well-developed product
resulting from the workshop: a general dynamic model integrating ecologi-
cal and economic processes in fynbos ecosystems (Higgins et al., 1997). The
model was developed in STELLA and designed to assess potential values of
ecosystem services given ecosystem controls, management options, and
feedback within and between the ecosystem and human sectors. The model
helps to address questions about how the ecosystem services provided by the
fynbos ecosystem at both a local and international scale are influenced by
alien invasion and management strategies. The model comprises five inter-
active sub-models, namely hydrological, fire, plant, management, and eco-
nomic valuation. Parameter estimates for each sub-model were either
derived from the published literature or established by workshop partici-
pants and consultants (they are described in detail in Higgins et al., 1997).
The plant sub-model included both native and alien plants. Simulation pro-
vided a realistic description of alien plant invasions and their impacts on
river flow and runoff.

This model drew in part on the findings of the other working groups, and
incorporates a broad range of research by workshop participants. Benefits
and costs of management scenarios are addressed by estimating values for
harvested products, tourism, water yield, and biodiversity. Costs include
direct management costs and indirect costs. The model shows that the
ecosystem services derived from the Western Cape mountains are far more
valuable when vegetated by fynbos than by alien trees (a result consistent
with other studies in North America and the Canary Islands). The difference
in water production alone was sufficient to favor spending significant
amounts of money to maintain fynbos in mountain catchments.

The model is designed to be user-friendly and interactive, allowing the
user to set such features as area of alien clearing, fire management strategy,
levels of wildflower harvesting, and park visitation rates. The model should
prove to be a valuable tool in demonstrating to decision makers the benefits
of investing now in tackling the alien plant problem, since delays have seri-
ous cost implications. A research and management modeling exercise may
ultimately follow from this initial phase.

8.2.4 Patuxent River watershed, Maryland

The three case studies described above concentrate on economic systems and
aspects of the physical and biological environment with little emphasis on
the feedback processes that relate economic and ecological systems. In
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contrast, the case study on the Patuxent River watershed, MD, explicitly
addresses the combined ecological-economic system to scope environmental
problems and build consensus. It is addressed in detail in Chapter 9.

8.3 Conclusions
The complexities that surround environmental investments and problems
require that nonlinearities and spatial and temporal lags are reflected in mod-
els used for decision support. Dynamic modeling is designed to address
these system features. It also lends itself as a method to scope environmental
problems and build consensus and has been used in an array of case studies
ranging from industrial systems to ecosystems to linked ecological-economic
systems.

In each case study described above (and in the following chapter), the
three–stage modeling process enabled us to provide a set of detailed conclu-
sions regarding the management of the respective system. These conclusions
were built on models that embodied the input and expert judgment of a
broad range of stakeholders. The modeling process also offered unique
insight into our ability to anticipate a system’s dynamics in the light of non-
linearities, and spatial and temporal lags. Our ability to anticipate those
dynamics on the basis of available data and knowledge, and to develop con-
sensus about those dynamics, is an essential prerequisite for the successful
management of complex ecological-economic systems. We anticipate that
future modeling efforts will increasingly make use of the software tools and
the three-step modeling process with stakeholder involvement described in
this chapter.
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In this chapter, we describe in detail the integrated modeling framework we
developed to model the Patuxent River watershed. This framework was
designed to address many of the problems and modeling concerns we raised
earlier in the book (Chapter 1). With this model, we try to support the efforts
to effectively manage the complex interactions between human and natural
systems at the watershed scale. Specifically, we hope to support the “tribu-
tary strategy” of the Chesapeake Bay Program, which recognizes that each
major tributary watershed in the bay has unique problems and characteris-
tics and needs to be understood and managed appropriately. We hope this
helps to develop a better predictive understanding of watershed-level
ecosystems, including the processes and mechanisms that govern the inter-
connected dynamics of water, nutrients, toxins, and biotic components and
their linkage to human factors affecting water and watersheds.

Our modeling approach evolved from work in coastal Louisiana
(Costanza et al., 1990) and in the Everglades (Fitz et al., 1993). Current work
is focused on the Patuxent River watershed in Maryland (Figure 9.1), one of
the best studied tributaries of the Chesapeake Bay, and one that has often
been used as a model of the entire bay system. In particular the modeling
framework is aimed at addressing the following general and more specific
questions. Some of these have been addressed and are described in this chap-
ter. Others await future research.

1. What are the quantitative, spatially explicit and dynamic linkages
between land use and terrestrial and aquatic ecosystem productivity
and health? More specifically:
• What are the projected impacts of various future land use develop-

ment scenarios (including “business as usual,”) on terrestrial and
aquatic ecosystem productivity and health?

• What is the relative impact of changes in area and changes in prac-
tices on agricultural and residential lands on their impacts on ter-
restrial and aquatic ecosystem productivity and health?

• How effective is the 1000-foot critical area setback under various
local site conditions?

2. What are the quantitative effects of various combinations of natural
and anthropogenic stressors on ecosystems and how do these effects
change with scale? More specifically:
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Figure 9.1 Location of the Patuxent watershed. Background map is based on
NOAA C-CAP land cover data of Chesapeake Bay watershed 1988/89. Resolution
is 30 m.

• What are the effects of nutrients, species additions and removals,
and toxins, both alone and in various combinations on coastal
ecosystems?

• Do these effects exhibit any regular, predictable changes with scale
that can be used to extrapolate across scales?

3. What are useful ways to measure changes in the total value of the
landscape including both marketed and non-marketed (natural sys-
tem) components and how effective are alternative mitigation
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approaches, management strategies, and policy options toward
increasing this value? More specifically:
• Understanding how ecosystems function and how they are affected

by human activity—for example, what determines human uses and
human intervention into ecosystems, and how is this affected,
among other things, by the ecosystem’s characteristics and regula-
tory paradigms.

• Improving methods for ecosystem valuation—for example, what
services provided by an ecosystem are of value to society, what
methods should be used to measure this value, and in what terms
should it be expressed.

9.1 The Patuxent watershed: history and current setting
Land use manipulation by humans began before European colonists first set-
tled in the Chesapeake Bay. Native Americans burned the forest, removing
underbrush and promoting growth of large trees (Mountford, 1997).
However, the sediment record in the bay and its tributaries only begins to
show the influences of land use change after European settlement in the 17th
century (Brush and Davis, 1984; Cooper, 1995). It was not until massive land
clearing and new farming practices were implemented in the 18th century
that ecological effects became significant in the river and estuary.

Colonist farming practices, such as allowing livestock to range free, led
to the local extinction of some herbaceous plants. Soil erosion increased dra-
matically as turning the soil before planting became a common practice in the
18th century, and tillage straight downhill was used to assist animal plowing
(Mountford, 1997). As massive amounts of land were cleared, the estuary
underwent major changes in sedimentation, eutrophication, and hydrologic
regime. Sediment studies in a freshwater marsh (Jug Bay) in the Patuxent
show that sedimentation rates went from 0.05 to 0.08 cm/year before
European settlement to 0.50 cm/year on average in the mid-1800s, the time
of maximum land clearance (Khan and Brush, 1994). Cores from the Khan
and Brush study also show sharp increases in sedimentation rates in the mid-
1960s through the mid-1970s and again in the early 1980s when rapid urban-
ization occurred in the upstream watershed. Rates have decreased somewhat
since then, but current water depth at Jug Bay is only about 1 m according to
their study.

Evidence for increasing eutrophication following European settlement is
strong in the sediment record in the oligotrophic part of the Patuxent (Brush
and Davis, 1984; Cooper, 1995). Biogenic silica, diatom diversity, and changes
in relative abundance of certain species of diatoms all indicate eutrophication
and some cores show peaks in eutrophication indicators at the time of initial
land clearance for agriculture (around A.D. 1760). Concentrations of organic
carbon, nitrogen and sulfur also show marked increases after this point
(Cooper, 1995). Diatom species show a strong shift at the time that fertilizers
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were introduced in 1860 and sewage inputs to the river led to increases in
total diatom abundance.

Submerged aquatic vegetation (SAV) decreased dramatically in the mid-
1960s. This has been attributed to eutrophication and sedimentation (Kemp
et al., 1983, 1985). Aerial photos from 1938 show large SAV beds in the
Patuxent, some extending 300 m offshore (Mountford, 1997). The grasses
have recently begun to reappear in significant amounts in some northern
parts of the river, beginning in 1994 (Orth et al., 1995; VIMS Mapping Lab,
1997).

The changing land use has somewhat competing effects on the hydro-
logic regime. Removal of trees tends to reduce the evapotranspiration rates,
leading to potentially higher freshwater inflows to the stream. Data from
Baltimore Harbor in the Patapsco River just north of the Patuxent River
(Figure 9.1), suggest salinity has decreased in the last 500 years, supporting
this idea (Biggs, 1981). Yet, the effects of increased impervious surfaces can
lead to decreased stream base flows by preventing groundwater recharge,
although storm peak flows would be expected to increase. The exact nature
of the hydrologic change through history is not well constrained and may be
addressed by comparing runs of our model using historical and current land
cover information (see further on).

Current land use practices in the basin are the subject of intense scrutiny,
as planners and legislators search for ways to limit the impact of growth on
natural resources. In 1994, about 50% of the watershed remained in natural
vegetation (40% forest), and the developed land uses included 15% residen-
tial, 5% commercial/industrial, and 30% agriculture (Figure 9.2). The seven
counties that encompass the watershed are experiencing some of the highest
growth rates in the state. Forest loss from 1985 to 1990 was greater than 6000
acres in the majority of the counties, and agricultural land declined over the
same period by at least 2000 to 4000 acres in most counties (MOP/MDE,
1993).

The effort to raise public consciousness about the environmental prob-
lems in the bay can be seen as progressing through three distinct stages
(Costanza and Greer, 1995): (1) the era of shared experience and raised con-
sciousness (1965 to 1976); (2) the era of intense scientific analysis with politi-
cal backing (1977 to 1983); and (3) the era of implementation and monitoring
(1983 to the present). It was not until the implementation era that the full
extent of the bay’s problems began to be realized and in particular the neces-
sity to treat the entire bay watershed as a system. Nutrient reductions
required changes in activities in the watershed. While point sources of nutri-
ents, like industries and sewage treatment plants, were relatively easy to con-
trol, it soon became evident that non-point sources, like residences and
agriculture, were responsible for a large part of the problem and were much
more difficult to control. The growing population of the watershed itself
came to be recognized as a primary cause of the bay’s problems.

The State of Maryland now has significant experience with watershed-
based approaches to water quality protection and restoration. This has come
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Figure 9.2 Patuxent Watershed Land Use Map for 1994. Based on the Maryland
Counties Generalized Land Use/Land Cover maps acquired from Maryland
Office of Planning.

about largely as a part of the multistate federal Chesapeake Bay Program and
because the water quality of downstream tidal and estuarine waters has been
recognized to be heavily influenced by upstream sources, particularly non-
point sources. In addition, the nature of the Maryland portion of the bay
watershed lends itself to delineation of discrete tributary watersheds, which
include tidal rivers. A major focus of the program to restore the water quality
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of the bay involves a “tributary strategy” in which the sources of pollutants
are estimated for each tributary watershed, fluxes are modeled, loadings are
related to ecological conditions and living resources in the receiving subestu-
ary, and goals are set for reduction of contaminants by generating sector (e.g.,
sewage treatment plants, agriculture, and dispersed residential) and location
in the watershed. Thus the focus came to be on watersheds and individual
tributaries to the bay. The Patuxent is one of the most important of these trib-
utaries and a wealth of data has been collected within and near the river, as
described below.

9.2 Methods
9.2.1 Watershed-based studies

Large drainage basins are composed of multiple smaller catchments. Each of
these catchments contains a heterogeneous collection of land uses that vary
in composition and spatial pattern (structure) and thus differ in functions
such as nutrient retention. Two problems arise from this heterogeneity that
present major challenges to both research and management. First, variation
in structure and function inevitably prevents true replication in intensive
field studies that attempt to relate landscape function to landscape structure.
Second, variation among land uses within watersheds makes it difficult to
directly extrapolate intensive studies to larger spatial scales. Even though
drainage basins can be broken down hierarchically into smaller catchments
based on topography, “scaling up” from intensive catchment studies is not a
linear additive process because of differences among catchments and inter-
actions between adjacent land uses. Management of water quality over large
drainage basins must address both problems with innovative methods syn-
thesizing data from intensive experimental studies on a few watersheds, then
extrapolating important generalizations to large drainages using appropriate
modeling techniques.

The most comprehensive approach to understanding nutrient flux from
heterogeneous watersheds is through process modeling. Process models
reflect understanding of the physical and ecological processes that either
retain or release nutrients in watersheds. A process-based modeling
approach to watershed-nutrient export linkages relies on (1) identification of
ecological or anthropogenic processes important in making labile nutrients
available for export, (2) simulation of hydrologic flow paths as potential
“routes” of nutrient export, and (3) linking spatial patterns of labile nutrient
concentrations with water flow paths. By focusing on processes, this
approach gains potential generality of application at different spatial scales.
Application of process models to any specific watershed depends on spatial
representation of the landscape composition and topography, and promotes
identification of specific nutrient export problems and selection of manage-
ment actions to correct them. General process models require intensive data
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for development and independent data for testing. Thus, these models are
best developed from intensive empirical and model calibration studies of
contrasting sub-watersheds at several scales and tested by their ability to pre-
dict nutrient export from a variety of watersheds.

9.2.2 The Patuxent Landscape Model

The Patuxent Landscape Model (PLM) was designed to serve as a tool in a
systematic analysis of the interactions among physical and biological dynam-
ics of the watershed, conditioned on socioeconomic behavior in the region. A
companion socioeconomic model of the region’s land use dynamics was
developed to link with the PLM and provide a means of capturing the feed-
back between ecological and economic systems. Because of the complex feed-
back and nonlinear dynamics of this watershed, a “systems” approach was
necessary. A key part of this process was the development of an integrated,
dynamic, spatially explicit simulation model.

In the ecological component of the model, the important processes that
affect plant communities are simulated within the varying habitats distrib-
uted over the landscape. The principal dynamics modeled are (1) plant
growth in response to available sunlight, temperature, nutrients, and water;
(2) flow of water plus dissolved nutrients in three dimensions; as mediated
by the (3) decomposition of dead organic material and formation of soil
organics. Using this approach for incorporating process-based data at a rea-
sonably high spatial, temporal, and complexity resolution within the entire
watershed, the changing spatial patterns and processes can be analyzed
within the context of altered management strategies, such as the use of agri-
cultural best management practices (BMPs) (e.g., reduced fertilizer applica-
tion and reduced tillage).

The modeled landscape is partitioned into a spatial grid (ranging in this
application from 2352 to 58,905 square unit cells. The model is hierarchical in
structure, incorporating an ecosystem-level “unit” model that is replicated in
each of the unit cells representing the landscape (Figure 9.3). The unit model,
referred to as the General Ecosystem Model or GEM (Fitz et al., 1996) itself is
divided into submodels or modules representing functional divisions that
simulate the important dynamics for each aspect of the system.

The current GEM unit model includes modules for hydrology, nutrient
movement and cycling, terrestrial and estuarine primary productivity, and
aggregated consumer dynamics. The hydrology sector of the unit model is a
fundamental component for other modeled processes, simulating water flow
vertically within the cell. Phosphorus and nitrogen are cycled through plant
uptake and organic matter decomposition. The plant module includes
growth response to various environmental constraints (including water and
nutrient availability), changes in leaf canopy structure (influencing water
transpiration), mortality, and other basic plant dynamics. Feedback among
the biological, chemical, and physical model components are important
structural attributes of the model. While the unit model simulates ecological
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Figure 9.3 The cellular structure of the PLM. Each cell has a (variable) habitat
type, which is used to parameterize the unit model for that cell. The unit model
simulates ecosystem dynamics for that cell in the above-sediment and below-sed-
iment subsystems. Nutrients and suspended materials in the surface water and
saturated sediment water are fluxed between cells in the domain of the spatial
model.

processes within a unit cell, horizontal fluxes link the cells together across the
landscape to form the full PLM. Such fluxes are driven by cell-to-cell head
differences of surface and ground water in saturated storage. Within this spa-
tial context, the water fluxes between cells carry dissolved and suspended
materials, determining water quality in the landscape.
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The same general unit model structure runs in each cell. Individual cells
are parameterized according to habitat type and georeferenced information
for each cell is stored in GIS files. A habitat-dependent parameter database
includes initial conditions, rate parameters, stoichiometric ratios, etc. The
vegetation community type in the cells responds to changing hydrologic and
nutrient regimes via successional switching algorithms (Costanza et al.,
1990). Thus, when run within the spatial framework of the PLM, the land-
scape responds to changing hydrology and water quality as simulated by
material flows between adjacent cells.

The ecological model is linked to a companion economic model that pre-
dicts the probability of land use change within the seven counties of the
Patuxent watershed (Bockstael, 1996). The economic model allows human
decisions to be modeled as a function of both economic and ecological spatial
variables. Based on empirically estimated parameters, spatially heteroge-
neous probabilities of land conversion are predicted as functions of land val-
ues in residential and alternative uses, and costs of conversion. Land value
predictions, themselves, are modeled as functions of local and regional char-
acteristics. The model of land use conversion generates the relative likelihood
of conversion of cells, and thus the spatial pattern of greatest development
pressure. To predict the absolute amount of new residential development, the
probabilistic land use conversion model is combined with models of regional
growth pressure. Linking the ecological and economic models allows the
effects of both direct land use change through human actions and indirect
effects through ecological change to be evaluated, as well as the feedback
between the two.

9.2.3 Geographic and time-series data

A variety of spatially and temporally disaggregated data is required to
develop and calibrate the model. The database we have assembled is par-
tially described in Table 9.1. The model database contains the data that drive
the model forcing functions, parameterize equations, and provide calibration
and verification data for adjusting model parameters and comparing model
output to the real system. The database was developed from extensive data
sets collected for the Patuxent watershed by various governmental agencies,
academic institutions (Table 9.1), and research programs (Correll, 1983;
Correll et al., 1992; Brush et al., 1980; Peterjohn and Correll, 1984; Lichtenberg
and Shapiro, 1997). Existing data for the local region were supplemented
with broader regional databases where appropriate.

Much of the available data is at a temporal or spatial resolution that is
lower than we would like, so we sometimes employed data interpolation
techniques to enhance the data. For example, maps of model driving forces
such as precipitation are created as the model runs by interpolating time-
series data from the set of seven meteorological stations distributed through-
out  the area. Another example is our use of elevation data (1:100,000, with
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Table 9.1 PLM Data
Spatial Temporal 
resolution resolution/

Model inputs (no. of sites) time step quality Source

Time series
Precipitation and 7 stations 50 yr/ Good EARTHINFO1

Temp. daily
Wind speed, humidity 2 stations 5 yr/ Good EARTHINFO1

daily

Habitat parameters
Forest:
Tree growth dynamics Species level 1/yr Good NE TWIGS FVS2,3

Nutrient dynamics E US/20 sites 1/yr Good Johnson and
Lindberg4

Wetlands
Nutrient retention Pax R/6 sites One time Good CEES, 5JHU6

rates
Stock values 225 locations 7 to 10 Good CBP7

year
Population dynamics Mesocosms Biweekly Good MEER8

Agriculture
BMP parameters:

fertilizer applications State Annual Good UM-Ag. 
Extension9,10

Nutrient reduction/ State/ Annual Fair CBP/UM-Ag.
retention rates county Extension11;

MOP12

Population dynamics 1 point 4000 yr/ Good EPIC model data
1 d base13

Soil Interactions 0.1 km2 Daily Good WEPP model
database14

Urban
% Impervious surface Landuse/type None Good MOP38; SCS15

Nutrients in runoff Landuse/soil event Good NURP US EPA16

Point source nitrogen All NPDES 10 yr/ Good MDE
monthly

Urban BMP efficiencies Counties Event Fair MOP12

GIS coverages
Land use 200 m; 30 m 1984– Good MOP17;

94 / 5 NOAA; 18EPA19

River network 200 m None Good U.S. Census Bureau20

Soils 200 m None Good MOP, STATSGO32

Elevation 3 arscec None Good DEM USGS22

Watershed boundary 200 m None Good Based on
elevation
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Estuarine bathymetry 200 m None Good NOAA/NOS23

Roads and towns Vector None Good U.S. Census Bureau20

Groundwater (initial) 200 m 1985 Fair USGS, 24elev., river

Calibration Data
Stream flow 13 stations 1979– Good USGS25

95/daily
Surface water quality 13 stations 10 yr/ Good CBP26; bi-ACB27

bi-weekly
Groundwater levels 16 stations 5 yr/ Good USGS24

monthly
Groundwater quality 105 stations 1973– Fair MDE28; 

90, 1x/ USGS29

well
NDVI (Green Index) 1250 m 1993/ Good USGS30

monthly
Forest dynamics 187 sites 10 yr/ Fair FIA31

10 yr
Tree ring data 11 sites 175 yr/ Good NOAA32, IEE

1 yr
Agricultural census State and 50 yr/ Good USDA33; 

data county 5 yr USBCS34,35;
DHMH36

Urban development 3 arcsec 1792– Good BWRC37

1992/13�
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1 m vertical resolution) combined with river network data (Maryland Office
of Planning) to improve the watershed boundary and shoreline delineation.

Spatial (GIS) data include several types of data sets. One set of maps
describes initial conditions, such as land cover, elevation, soil type, bathym-
etry, and groundwater elevation. Other spatial data developed from satellite
images provide a time series of estimated ecological conditions, which are
used for calibration purposes (e.g., Normalized-Difference Vegetation Index,
NDVI, Jones, 1996). Watershed boundary, slope, aspect, and study area map
layers were developed with the watershed basin analysis program in GRASS
– Geographic Resources Analysis Support System (USACERL, 1993). Figure
9.4 shows the basic spatial coverages that have been employed in the PLM
and some of the derived layers that were also essential for the hydrologic
module. Spatial fluxes of surface water in watershed models are predomi-
nantly driven by the elevation gradient.

In addition to the meteorological time-series data that are used to map
daily weather conditions, time-series data are used to provide other infor-
mation at specific points in the landscape. For example, point-source dis-
charges are used to introduce materials at specific points in the landscape.
Hydrologic point time series data (stream flow, surface and groundwater
quality) are used for calibration in the nontidal portions of the streams.

Specific rate constants are generally functions of spatial or habitat char-
acteristics, such as soil or vegetation type. Habitat-dependent parameters
include growth coefficients, uptake rates, and seasonal controls. About half
of these data are specific to the Patuxent watershed with the remainder
derived from a more general database or from literature sources.

9.2.4 Unit model

The General Ecosystem Model (GEM) that was developed for the Everglades
Landscape Model (ELM) (Fitz et al., 1996) was modified for use within the
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Figure 9.4 There are five basic PLM spatial coverages shown here. Additional
maps are created during preprocessing and model initialization. Other spatial
parameters and variables are calculated and updated during model runs.

framework of the PLM. The model was reformulated on a modular basis,
with each module capable of being run and calibrated independently
(Voinov et al., 1999b). The independent modules and the full unit model have
also been run in the spatial implementation and rigorously tested at the full
watershed scale. Some of the modules are described below.

Sensitivity analysis was used to gain insight about the model dynamics,
showing the varying response of plant production to different nutrient require-
ments, with subsequent changes in the soil water nutrient concentrations and
total water head. Changes in the plant canopy structure resulted in differ-
ences in transpiration, and consequently water levels and plant production.

9.2.4.1 Hydrology module
The hydrologic module simulates vertical water fluxes for a locality that is
assumed to have spatially homogeneous characteristics. The module takes
into account a variety of hydrologic functions controlled by physical and
biotic processes including the following:

• Vertical water movement between surface, unsaturated and saturated
storage from percolation, aquifer-stream interactions, and evapotran-
spiration.
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• Spatial climatic forcing based on rainfall, temperature, humidity, and
wind condition data.

• Transpiration fluxes dependent on plant growth, vegetation type, and
relative humidity.

The traditional scheme of vertical water movement (Novotny and Olem,
1994), also implemented in GEM, assumes that water is fluxed along the fol-
lowing pathway: rainfall → surface water → water in the unsaturated layer
→ water in the saturated zone. In each of the stages, some portions of the
water are diverted due to physical (evaporation, runoff) and biological (tran-
spiration) processes, but in the vertical dimension the flow is controlled by
the exchange between these four major phases.

At a daily time step, the model does not attempt to mimic the behavior
of shorter term events such as the wetting front during an infiltration event.
During a rapid rainfall event surface water may accumulate in pools and lit-
terfall, but in a catchment such as the Patuxent, over the period of a day, most
of this water will either infiltrate, evaporate, or be removed by horizontal
runoff. Infiltration rates based on soil type within the Patuxent watershed
range from 0.1–10 m/day, generally accommodating all but the most intense
rainfall events in vegetated areas. The intensity of rainfall events can strongly
influence runoff generation, but climatic data are rarely available for shorter
than daily time steps. Also, if the model is intended to be run over large areas
for many years, the diel rainfall data become inappropriate and difficult to
project for scenario runs. Therefore, a certain amount of temporal detail must
be forfeited to facilitate regional model implementation. With these limita-
tions in mind, we have simplified the unit hydrologic model (Figure 9.5) in
the following ways.

• We assume that rainfall infiltrates immediately to the unsaturated
layer and only accumulates as surface water if the unsaturated layer
becomes saturated or if the daily infiltration rate is exceeded. Ice and
snow may still accumulate.

• Surface water may be present in cells as rivers, creeks and ponds.
Surface water is removed by horizontal runoff or evaporation.

• Within the 1-day time step, surface water flux will also account for the
shallow subsurface fluxes that rapidly bring the water distributed
over the landscape into the micro channels and eventually to the river.
Thus, the surface water transport takes into account the shallow sub-
surface flow that may occur during rainfall, allowing the model to
account for the significantly different nutrient transport capabilities
between shallow and deep subsurface flow.

9.2.4.2 Nutrient module
Nutrient enrichment is arguably the most important environmental degra-
dation factor within the Patuxent watershed, especially in the estuary. The
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Figure 9.5 The unit hydrological model. The state variables are Surface Water,
Snow/Ice, Unsaturated Water, and Saturated Water. The major processes are precipi-
tation, evapotranspiration, infiltration, and percolation.

PLM process-based algorithms are designed to track the quantities of labile
forms of phosphorus and nitrogen through the landscape during a simula-
tion. Only phosphorus and nitrogen are tracked as they are the most likely
nutrients to limit plant growth rates. Nutrient inputs of anthropogenic origin
respond to socioeconomic forces and the effects of these inputs can be
observed in plant production within the various habitats.

The original GEM nutrient sector was adapted to better match the aggre-
gated hydrologic module. Various nitrogen forms, NO2

�, NO3
�, and NH4

�

were aggregated into one variable representing all forms of nitrogen that are
directly available for plant uptake. Available inorganic phosphorus is simu-
lated as orthophosphate. The distinction appears in conceptualizing nutri-
ents on the surface, since in the PLM they are no longer associated with
surface water and therefore need not be in the dissolved form. Instead, since
most of the time most of the cells have no surface water, the model variables
represent the dry deposition of nitrogen or phosphorus on the surface. Over
dry periods they continue to accumulate nutrients from incoming fluxes
from air deposition or mineralization of organic material. When rainfall
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occurs, a certain proportion of the accumulated nutrients become dissolved
and made available for horizontal fluxing and infiltration.

Further modification of the nutrient dynamics was required to accom-
modate the aggregation of surface and shallow subsurface flows in the
hydrologic sector. In the PLM, a fraction of the nitrogen and phosphorus
stored in the upper soil layer is made available for fast horizontal fluxing
along with nutrients on the land surface. We have assumed this layer to be 10
cm thick, following a similar formalization in the CNS model (Haith et al.,
1984), where this upper soil layer was also assumed to be exposed to direct
surface runoff.

In addition to atmospheric deposition, nutrient sources include sewage
discharges, fertilizer applications, and discharges from septic systems. At
present, nutrient storage in biomass is estimated from empirical data on 12
US east coast mixed forest plots (Johnson and Lindberg, 1992). Dissolved
inorganic nutrients are removed from the system through the growth of bio-
mass and released through mineralization of soil or suspended organics.
Nutrient uptake and release are modeled as proportional to total net primary
productivity and decay at rates estimated from elemental carbon ratios mea-
sured in similar ecosystems.

9.2.4.3 Plant module
In the plant module we simulate the growth of higher vegetation. This will
be macrophytes in an aquatic environment, trees in forests, crops in agricul-
tural habitats, and grasses and shrubs in grasslands. The plant biomass
(kg/m2) is assumed to consist of photosynthesizing (PH) and non-photosyn-
thesizing (NPH) components. In addition, we distinguish between above
ground and the below-ground biomass and production.

Another state variable is employed to track “biological time” in the mod-
ule. Biological time is the sum over the life span of the plant of the amount of
time during which daily average temperatures exceed a certain value (5°C in
our case). These are the temperatures that are most suitable for the physio-
logical development of the plant. Therefore the total time during which such
temperatures occur is a good indicator of the plant life stage and may be used
to trigger certain processes such as sprouting, appearance of reproductive
organs, and others.

The plant sector models conversion of inorganic carbon and nutrients
into specific forms of biomass, and provides linkages to the hydrology
through evapotranspiration. Maximum uptake rates are derived from empir-
ical data relative to seasonal temperatures. During the simulation, maximum
uptake rates are limited by light, nutrient concentrations, and water avail-
ability. The resultant uptake quantity is derived by multiplying the resultant
uptake rate by the total photosynthetic potential (total leaf area).

The maximum attainable leaf area is habitat specific, and derived empir-
ically as a proportion of the total biomass. Biomass and nutrients are
accounted for in both above- and below-ground material. Once the optimum
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leaf to biomass ratio is reached during plant growth, excess biomass is routed
to the non-photosynthetic component. The increase of total biomass allows
additional increases in photosynthetic biomass. The non-photosynthetic bio-
mass feeds back into the photosynthetic biomass by means of early spring
sap flows in deciduous trees and through seed germination.

Plant mortality provides an input to detrital matter. Depending on the
lignin content, we distinguish between stable and labile detritus. Stable detri-
tus is shredded and becomes soil organic material or becomes labile detritus.
Both soil organics and labile detritus are further decomposed to produce
nutrients available for plant uptake.

9.2.4.4 Human dominated systems
Nutrients generated by human activities are of particular concern in the
Patuxent River Watershed because as a Chesapeake Bay tributary it has been
targeted for a 40% reduction in nutrient input levels. Agricultural and urban
land use management are a focus of efforts to reduce non-point source nutri-
ent inputs to water bodies throughout the Chesapeake Bay watershed.
Research indicates that relatively simple, low-cost methods of farm nutrient
management could have a significant impact on surface water and ground-
water quality in the United States (Correll, 1983; Shabman, 1988; Crum et al.,
1990; Lynch and Corbett, 1990; Magette et al., 1990) but the effects at the land-
scape scale of changing farming practices are not known.

The PLM can directly analyze changing land management practices for
their effect on nutrients, water budgets, and plant ecosystems. Agricultural
and urban practices that influence nutrient loading and water flow rates are
expressed in the variables that influence infiltration rates and sinks and
sources of nutrients. Agriculture is modeled using the plant sector of the
model with special variables to account for fertilizer application and harvest
times. To overcome the lack of spatially explicit data on farming practices, we
used rates that are specific to soil type and county and rely on general infor-
mation from those working with farmers and assessing nutrient practices in
the basin. Since nutrient application rates are related to crop yields and since
yield estimates vary by soil, we were able to estimate application rates for
each parcel of farmland identified in the land use map, by linking recom-
mended nutrient application rates (Bandel and Heger, 1994) to maps of soil
and county (Figure 9.6). We plan to further refine the estimates of fertilizer
application rates using the available data on county-level farming practices
such as proportions of crops grown, rotation patterns, tillage types, and
manure use. Currently we assume a crop rotation that is standard for this
area. It includes corn, winter wheat, and soybeans over a 2 year time period.

Urbanization effects are largely handled through land cover-dependent
parameters for the hydrology and nutrient modules of the GEM unit model.
Available information on urban nutrient sources is linked to existing GIS lay-
ers such as roads and unsewered residential development. Point source
discharge information, available in the form of time series data is input to the
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Figure 9.6 Map of fertilizer applications, generated based on the soil types, and
expected yields for various counties. Sources : Maryland Natural Soil Groups informa-
tion, soil surveys for Patuxent Watershed Counties; MD agronomical soil capability
assessment program (defining yield expectations); plant nutrient recommendations
based on soil tests and yield goals.

appropriate cells in the PLM. Information on distribution and effectiveness of
stormwater management is used to parameterize residential land cover cells.
The spatial model accounts for the effects of flow path on nutrient movement.
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As nutrient-containing water moves from urban to undeveloped cells, the
nutrients in surface water can be removed. Parameters on the type of soil,
slope, and vegetation present in a cell determine whether that cell acts as a
net source or sink for nutrients.

9.2.5 Spatial model

The spatial model combines the dynamics of the unit model (which are cal-
culated at each time step for each cell in the landscape) and adds the spatial
fluxes which control the movement of water and materials between cells.
Each cell generates stock and flow values, which provide input to or accept
output from the spatial flux equations.

In the spatial implementation, a major hypothesis that we are testing is
that overland and channel flow can be modeled similarly. Traditionally, in
most models of overland flow the surface water is moved according to two
separate algorithms: one for the two-dimensional flux across the landscape
and another for the one-dimensional channel flow. This approach is used in
some of the classic spatial hydrologic models such as ANSWERS (Beasley
and Huggins, 1980) or SHE (Abbott et al., 1986). However, considering the
spatial and temporal scale of the Patuxent model, as well as its overall com-
plexity, we use a simplified water balance algorithm for both types of flow.

Given the cell size of the model (200 m or 1 km), we may assume that in
every cell there will be a stream or depression present where surface water
can accumulate. Therefore, it makes sense to consider the whole area as a
linked network of channels, where each cell contains a channel reach that dis-
charges into a single adjacent channel reach. The channel network is gener-
ated from a link map, which connects each cell with its one downstream
neighbor out of the eight possible nearest neighbors (Figure 9.7).

After the water head in each raster cell is modified by the vertical fluxes
controlled in the GEM unit model, the surface water and its dissolved or sus-
pended components move between cells based on one of two algorithms
being tested. In the simplified algorithm a certain fraction of water is taken
out of a cell and added to a cell downstream. This operation is either iterated
several (10 to 20) times a day, effectively generating a smaller time step to
allow fast riverflow, or the location of the recipient cell is calculated based on
the amount of head in the donor cell after which in one time step the full
amount of water is moved over several cells downstream along the flow path
determined by the link map. The number of iterations or the length of the
flow path needed for the hydrologic module is calibrated so that the water
flow rates match gauge data.

Another algorithm checks that water movement stops when the water
heads in two adjacent cells equilibrate. We examine the flow between two
adjacent cells as flow in an open channel and use the slope-area method (Boyer,
1964), which is a kinematic wave approximation of St. Venant’s momentum
equation. The flux (m3/day) in this case is described by the empirical

L1389_Ch09I  11/16/00  4:54 PM  Page 199



200 Institutions, ecosystems, and sustainability

Manning’s equation for overland flow. The equation is further modified to
ensure that there is no flux after the two cells equilibrate and then the flux
rate is accelerated using the multicell dispersion algorithm discussed in
Voinov et al. (1998). While the first algorithm works well for the piedmont
area with significant elevation gradients, the second one is more appropriate
for the coastal plain region where there are significant areas of low relief and
tidal forces that permit counterflows.

For the saturated water, a modified Darcy equation was employed. For
each cell, the flux was determined as a function of saturated conductivity and
water head difference between the current cell and the average head of the

Figure 9.7 Link map. Each cell is marked by a number that indicates the direction
of the next cell along the path of surface water flow: 2 � NN, 3 � NW, 4 � WW,
5 � SW, 6 � SS, 7 � SE, 8 � EE, 9 � NE.
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cell and its eight neighbors. We assume one vertically homogeneous aquifer
interacts with the surface water.

9.2.6 Economic land use conversion model

Spatially explicit data on property sales and many of the economic and eco-
logical characteristics of areas in spatial proximity to these sales were avail-
able for the seven counties encompassing the Patuxent watershed. This
allowed human decisions with regard to land use change to be empirically
modeled in a spatially disaggregated way. The result is a model that esti-
mates probabilities of land conversion from forest or agriculture to different
densities of residential use within each spatial cell in the seven-county area
of the Patuxent basin.

The first step of this process was to estimate, statistically, models that
explain the value of land parcels in different uses. Prior work has been used
to approximate values in agriculture and forest, but new models of the value
of land in residential use were also developed (Bockstael and Bell, 1997;
Bockstael, 1996; Bockstael et al., 1995; Geoghegan et al., 1997). This was made
possible by an extensive GIS database that includes geo-coded records of all
parcels in the tax assessment databases of the seven counties. The tax assess-
ment database includes historical data on actual transactions (selling prices)
together with characteristics and location of parcels. In addition, an extensive
spatial database of land use, zoning, and other natural and human-imposed
characteristics that might influence values in residential and alternative uses,
as well as conversion costs, has been assembled.

Using sale transactions data, the assessed value of any structures was
subtracted from the selling price to get the residual value of the land in resi-
dential use. This land value was used as the dependent variable and spatial
variation in land prices were explained by an extensive array of features of
the location: distance to employment centers, access to public infrastructure
(roads, recreational facilities, shopping centers, sewer and water services),
and proximity to desirable (e.g., waterfront) and undesirable (e.g., waste
dumps) land uses to name a few. Also included were some less obvious
explanatory variables that describe the nature of the surrounding land uses
around a parcel. The estimation techniques used were maximum likelihood
and generalized method of moments, the latter being an approach that
allows for treatment of the obvious spatial autocorrelation in the model (Bell
and Bockstael, 2000).

The ability to spatially locate transactions and account for locational
characteristics, explicitly, has provided an improved technique to test
assumptions about what affects residential land values. The model demon-
strates the importance of scale (e.g., in lot size or development density) con-
siderations and the nonlinearities associated with distance effects. For
example, proximity to some features of the landscape, such as major high-
ways, are positive amenities up to a point, but become disamenities when too
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close. This first-stage modeling exercise also provided a means of creating
spatial maps of the estimated value of undeveloped land were it to be put
into residential use, given the existing set of zoning ordinances, public utili-
ties provision, highway network, etc. These predictions were then used in the
second modeling stage.

The second stage involved estimating “qualitative-dependent variable”
models (i.e., discrete choice models) of historical land use conversion deci-
sions. In this stage, historical decisions of whether to convert a parcel in agri-
cultural or forest use to residential use are modeled as functions of the value
in original use, predicted value in residential use (derived from the first stage
model), and proxies for the relative costs of conversion. The purpose of this
model was to determine what factors affect land use conversion and to esti-
mate parameters of those conversion functions.

Once the parameters of the two stages of the model were estimated, the
model was used to generate the relative likelihood of conversion of different
parcels in the landscape. Thus a spatial pattern of relative development pres-
sure was obtained as a function of the characteristics of the parcels and their
locations. Since the explanatory variables used to predict the values in resi-
dential and alternative uses and the costs of conversion are all functions of
ecological features, human infrastructure, and government policies, the
effects of changes in any of these variables can be simulated. Total growth
pressure in the region was then used to estimate the spatial patterns of new
residential development into the future.

9.2.7 Linked ecological and economic models

The linked ecological economic model can then be used to test several types
of hypotheses about how future ecosystem behavior and urban development
will be impacted by various policies, especially ones regarding zoning regu-
lations and population increases. The economic side of the model generates
probable land development patterns in response to regulations and popula-
tion increases and the ecological model estimates the effects of these land use
patterns on hydrology, forests, agriculture, and the estuary. Some of these
responses can then be fed back into the economic model. With this linked
model, the effectiveness of regulatory tools can be addressed by developing
scenarios. The predictive model of human decisions permits testing of
whether a proposed planning option such as extending sewer service to a tar-
geted growth area will (1) be effective in luring development to that area and
away from areas where growth is less desirable and (2) what the ecological
impacts will be, such as nutrient levels in waterbodies.

Since land is traded in markets, the effect of changing ecological condi-
tions on the private values of the land in different uses can also be approxi-
mated. However, many other ecosystem services may be valuable, but may
not be appropriated by the private owners of land and thus will not show up
in market values. These ecosystem services include the indirect ways that
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ecosystems support recreation and aesthetics, wildlife habitat, water supply,
storm abatement, nutrient cycling, and human health, among others
(Costanza et al., 1997).

9.2.8 Landscape pattern analysis

In addition to the indicators being developed from monitoring data, we are
also using spatial landscape indices (Turner, 1989; O’Neill, 1988) to link sim-
ulation model output to ecosystem processes, which are not modeled spa-
tially in the ecological model. Landscape-level analysis of land use data has
shown promise in addressing how land use pattern may influence popula-
tion abundance, diversity, and resilience (Geoghegan et al., 1997). Work in the
Patuxent region has shown a correlation between bird abundance and
species diversity with land use characteristics such as fragmentation (Flather
and Sauer, 1996). Others have shown how source population distance and
natural corridors can influence recovery of both plants and animals follow-
ing a catastrophic event (Detenbeck et al., 1992; Gustafson and Gardner, 1996;
Hawkins et al., 1988). We are calculating several spatial pattern indices using
coastal plain watersheds and creating empirical models, which link popula-
tion characteristics to spatial patterns. These empirical models can be applied
to the Patuxent watershed and, more importantly, to changes in the water-
shed as predicted by the PLM.

9.3 Results
9.3.1 Calibration and testing

Much of the time involved in developing spatial process-based models is
devoted to calibration and testing of the model behavior against known his-
torical or other data (Costanza et al., 1990). To adequately test model behav-
ior and yet reduce computational time, we performed the calibration and
testing at several time and space scales, and for the unit model independently
of the full spatial model. These tests and their results are briefly described
below.

9.3.2 Model performance index

Very complex simulation models such as the GEM and PLM are now becom-
ing computationally feasible, but the difficulty of finding parameter combi-
nations and reproducing known data (calibration) increases sharply with
complexity (Oreskes et al., 1994; Rykiel, 1996). In particular, it is widely rec-
ognized that models exhibiting moderate to high degrees of nonlinearity,
when calibrated to real data, tend to show multiple, equally acceptable opti-
mal configurations of parameters (Beven, 1993; Villa and Costanza, forth-
coming). The model’s response to parameter change is likewise a highly
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complex multivariate function whose characterization is difficult. Complex
models often include a large number of variables, but calibration data exist
on only a fraction of these and the data often do not match the time and space
resolution of the model.

We developed a model performance index (MPI; Villa, 1997) to address
the above problems. The MPI framework allows one to develop an error
function that can handle the full range of variables and data quality that usu-
ally confront complex models. It employs a multicriteria approach, which
allows user weighing of the model variables to reflect their degree of impor-
tance and also weighting the data to reflect its quality. It can deal with both
quantitative and semiquantitative information about the expected behavior
of the state variables (like the pattern of temporal autocorrelation, bound-
aries, steady state, etc.).

In the MPI, each variable is given a standardized partial “score” express-
ing the degree to which the calibration goals have been achieved. The single-
score MPI is a weighted average of the partial scores. Techniques to search the
parameter space of a complex model include Monte Carlo simulation, uni-
variant deterministic search (e.g., hill-climbing), stochastic search algorithms
(e.g., simulated annealing), and stochastic multivariant techniques (e.g.,
genetic algorithms).

We have also developed a model evaluation toolkit, a suite of parameter
search tools using the MPI formalism. The toolkit assists model calibration
and testing and allows one to quantify a model’s complexity and pre-
dictability, as well as determine information about all aspects of a model’s
response to parameter change. Model calibration using this approach is a
multistep, hierarchical process. General sets of criteria incorporate the gen-
eral dynamic attributes (variable boundaries, seasonal dynamics, steady
state) required for basic agreement with a naturally occurring situation. Such
criteria are used for the initial characterization of the feasible areas of the
parameter space. More specific calibration criteria, reflecting dynamic pecu-
liarities at different sites, require the state variables to match the actual data
recorded at different sites. The resulting multivariate surfaces (MPI value as
a function of parameter values) are compared to identify areas of the para-
meter space that best explain differences and similarities among sites.

9.3.3 Unit model calibration

The GEM model has been previously calibrated for the Everglades National
Park and water conservation areas (Fitz et al., 1995), which host a plant com-
munity dominated by annual species (e.g., sawgrass). In contrast, the domi-
nant Patuxent plant community is forest. We have carried out a systematic
investigation of the behavior of the GEM across its parameter space using our
MPI, described above. The calibration presented here simulates a 10-year
time period using a constant weather regime for 1986 and for each subse-
quent year. Field monitoring at 12 forested sites located within the eastern
United States (Johnson and Lindberg, 1992) provided mean flux rates and
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organic matter nutrient contents for input and calibration. Input parameters
for driving the hydrological functions are mean values from the STATSGO
(Table 9.1) database for the Patuxent watershed. Biomass and species com-
position were derived through the Forest Inventory and Analysis Database
(FIA) (Table 9.1). The data the forest association used were oak–hickory with
0.6% coniferous trees. External input of nutrients was through precipitation,
while dissolved concentrations were allowed to leave the system with the
groundwater flow. The consumer sector was made inactive in anticipation of
stronger supporting data currently being developed.

The calibration was run for three different stages in forest development.
At the first or young stage the forest biomass is set at 10% of the maximum
attainable biomass, which is based on the 75th percentile value for oak–hick-
ory in the FIA. The second stage (intermediate) is set at 50% of the maximum
biomass, while the third stage (old) is set at 90% of the maximum biomass.
Ten year averages of inorganic phosphate concentrations (PO4), dissolved
inorganic nitrate concentrations (DIN), net primary production (NPP) (Table
9.2), detrital matter and nonliving soil organic matter (NLOM) (Figure 9.8)
are compared to similar values available through the FIA database for the
Patuxent watershed, or literature on temperate forests.

As expected, the older forest showed the largest amounts of detrital and
soil organic matter. The soil organic matter values in the old and intermedi-
ate forest exceed the mean � 1 SD (Figure 9.8) because of the lack of con-
sumer appropriation of plant biomass, which is instead routed to the organic
matter pool through the detrital pathway. In contrast to the intermediate or
young forests, old forest was able to sustain the high net primary production,
which caused a steady increase in the soil organic matter. After 7 years of sim-
ulation the old forest detrital matter production decreased due to growth-
limiting factors and nutrient limitations. The young forest became
increasingly phosphate limited, which resulted in a 10-year decrease in NPP
and NLOM. This supports the notion that deciduous forests use more nutri-
ents and are leakier during early stages in forest growth as compared to
pines, which are more conservative in their use of nutrients and thus have a
competitive advantage (Gholz et al., 1994; Reich et al., 1992).

Table 9.2 Model Testing for Cattail Creek Subwatershed and Comparison to
the HSPF Model Statistics

Data Model % Error HSPF % Error

Total flow 2510.41 2527.58 0.68 8.2
max 10% 930.2 925.79 20.48 4.9
min 50% 587.3 596.25 1.50 214.7
Total 1986 326.16 282.24 215.56
Total 1987 472.83 469.25 20.76
Total 1988 482.01 414.22 216.37 20.7–1 18.1
Total 1989 660.62 748.29 11.72
Total 1990 568.78 611.31 6.96
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Nutrient concentrations during the 10-year simulation runs tend to stay
within the limits reported in the literature (Table 9.2). The standard devia-
tions in the single age runs were lower than would be expected from a spa-
tial run showing mixed ages in the landscape. The literature values represent
means of the more variable mixed ages. The forests in all age stages had tran-
sitional loads of DIN and low values of inorganic phosphate. Net primary
production through the simulation was approximately twice the NPP
derived from the FIA database, but well within the range of 1 SD (Table 9.2).
Only one third of the variation in NPP and one tenth in PO4- was captured
during the unit model calibration runs. Larger ranges in variation for these
two variables is expected when calibrating the spatial model on a larger vari-
ety of soil conditions. In contrast, the unit model calibration did account for
most of the variation in DIN as variation in the nitrogen cycle is less soil spe-
cific and more controlled by atmospheric concentrations of gaseous nitrogen
species (Gardner et al., 1996).

Figure 9.8 Daily output for the detritus and soil organic matter stocks from cali-
bration runs simulating 10 years of forest growth in three successional stages
(young, intermediate, and old). Reference points (Mean � SD and Mean � SD)
were derived from data tables published by Johnson and Lindberg, 1992 (forest
floor organic matter measurements for detritus, and soil organic matter measure-
ments for soil organic matter).
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Figure 9.9 Seasonal dynamics for forests of three successional stages (young, inter-
mediate, and old) for net primary production, inorganic phosphate, and nitrogen con-
centrations. Year 5 of a 10-year calibration run is shown.

The same contrast between PO4- and DIN sources (soil vs. atmospheric)
is seen in the seasonal model dynamics (Figure 9.9) of the young forest which
show little variation over the year in PO4- concentration relative to DIN. The
low biomass of the young forest forces it to rely on the slow release of PO4-

from a mineral soil, but DIN remains more readily available through wet
deposition. As biomass in the forest increases, nutrient dynamics are more
controlled by the mineralization of organic matter and plant uptake rates,
which provide a larger pool of available nutrients. This leads to less dramatic
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changes in nitrogen but more seasonal variation in phosphate in the older
forests.

Agricultural land uses were simulated in GEM for crops typical of the
Patuxent watershed. Crops included typical cycles between corn, winter
wheat, and soybeans. The Pat-GEM was expanded to include decisions on
planting, harvesting, and fertilization, while switching between crop-specific
growth parameters. Crop production estimates were calibrated against the
results from EPIC (Erosion Productivity Impact Calculator) a widely used
and calibrated agricultural model. High correlations were found between
output generated with Pat-GEM and EPIC. The R2 varied between 0.87 and
0.98, with results for winter wheat showing the lowest correlation coeffi-
cients. Intercalibration using EPIC proved to be a useful “second best”
method for calibrating the Pat-GEM model for agricultural land uses. EPIC
was able to provide about 30% of the input data required for running the
PLM model; and to provide time-series output data (on a daily step) to com-
pare with the GEM output variable. Since EPIC has been widely tested we
feel that replicating its results is a sufficient “second best” calibration
approach in lieu of detailed local time-series data.

9.3.4 Spatial hydrology calibration

Calibrating and running a hydrologic model of this level of complexity and
resolution requires a multistage approach (Voinov et al., 1999a). We first iden-
tified two spatial scales at which to run the model—a 200 m and 1 km cell res-
olution. The 200 m resolution was more appropriate to capture some of the
ecological processes associated with land use change but was too detailed
and required too much computer processor time to perform the numerous
model runs required for calibration and scenario evaluation for the full
watershed. The 1 km resolution reduced the total number of model cells in
the watershed from 58,905 to 2352.

Second, we identified a hierarchy of subwatersheds. The Patuxent water-
shed has been divided into a set of nested subwatersheds to perform analysis
at three scales (Figure 9.10). The small (23 km2) subwatershed of Cattail Creek
in the piedmont northern part of the Patuxent basin was used as a starting
point. Another small subwatershed, Hunting Creek, was selected to calibrate
the model for the different hydroecological conditions of the coastal plain
area. The next larger watershed was the upper nontidal half of the Patuxent
watershed that drained to the USGS gauge at Bowie (940 km2). And finally
we examined the whole Patuxent watershed (2352 km2). The number of total
model cells grew from 566 cells initially, to 23,484 cells for the half watershed,
and then to 58,905 cells for the entire study area at the 200 m resolution.

In this stage of the calibrations, we ran only the hydrologic component of
the model, without links to the plants and nutrients. While transpiration by
plants and the influence of nutrients on plant productivity and transpiration
are obviously important influences on hydrology, we excluded them at this
stage: (1) for simplicity; (2) for direct comparison to other hydrologic models;
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and (3) to test the effects of adding the plant and nutrient dynamics later (see
below).

We staged a set of experiments with the small Cattail creek subwatershed
to test the sensitivity of the surface water flux. Three crucial parameters con-
trolled surface flow in the model: infiltration rate, horizontal conductivity
and number of iterations per time step of the unit model. Riverflow peak
height was strongly controlled by the infiltration rate. The conductivity
determined river levels between storms and the number of iterations modi-
fied the width of the storm peaks.

Surface water flow was calibrated against the 13 USGS gauging stations
in the area that have data concurrent with the climatic data series (1990–96).
In this calibration, model results for the Cattail subwatershed (Figure 9.10a)
are in fairly good agreement with the data (Figure 9.11) and may be consid-
ered a partial model verification because none of the parameters had been
changed after the initial calibration using 1990 data. Some of the flow statis-
tics are presented in Table 9.2, where we have also included calibration
results from the Hydrologic Simulation Program—Fortran (HSPF) (Donigian
et al., 1984), that has been previously applied to the Patuxent watershed
(AQUA TERRA, 1994). We attained a considerably better fit to the data with
our model, than with HSPF. HSPF is a more empirically based model that
uses high temporal resolution input data (e.g., hourly rainfall data), but rela-
tively low spatial resolution (e.g., aggregated subwatersheds). Much more of
the behavior in HSPF is embedded in the parameters of the model than in the
PLM (which uses the pattern of land use to drive much of the behavior). Thus
the effects of changes in the spatial pattern of land use (one of our key ques-
tions) cannot be adequately addressed using HSPF, since it would require
recalibrating the model for the new land use pattern, and empirical hydro-
logic data for this new, hypothetical, land use pattern obviously does not
exist.

Next we performed a spatial scaling experiment which involved varying
the spatial resolution of the model. Using GIS operations we aggregated the
input maps and the model, switching from a 200 m to a 1 km cell resolution.
Model runs for the 1 km resolution were remarkably close to the results from
the 200 m model (Figure 9.12). This finding was especially promising for
analysis of the other modules of the full ecological economic model. Since
most of the horizontal spatial dynamics is governed by the hydrologic fluxes,
the coarser 1 km resolution should be sufficient for the spatial analysis of the
integrated model of the watershed in this case.

Overall, the model of the half watershed (Figure 9.10B) showed less pre-
cise model results (Figure 9.12) than the Cattail subwatershed, as predicted
from theory (Costanza and Maxwell, 1994). The calibration statistics for the
half watershed area are summarized in Table 9.3. In general, the increased
spatial extent of the model presented more heterogeneity, which was not
fully accounted for in the calibration. Specific reasons for this include the spa-
tial resolution of the input climatic data, the greater complexity of ground-
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Figure 9.11 Calibration (first 365 days) and verification (second 365 days) of the
spatial hydrologic module based on the 1980–81 data for two gaging stations on
Cattail Creek. A. Cooksville station; B. Glenwood station.

water flows at this scale (which are handled in a very simplified way in the
model), and the need to recalibrate some of the hydrologic parameters at the
larger scale.

One parameter that needed to be adjusted was the number of iterations
N in the hydrologic module. At the larger watershed scale, it turned out that
a better fit could be obtained if the number of iterations was further
increased. Apparently this was because at this larger scale we needed to
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move water farther and faster to better simulate the short-term high peaks
that were observed in the data. This was a clear illustration of the fact that dif-
ferent scales present new emerging behavior of the system, and that rescaling

Figure 9.12 Verification for the spatial hydrologic module based on the 1980–81
data for two gauging stations in the upper subwatershed. A. Laurel station. This sta-
tion is located immediately after a reservoir, which the operation schedule is not
accounted for in the model. This explains the flat baseflow rate measured in sum-
mer, as well as the high flow on day 275 caused by opening the tainter gate in the
dam. B. Bowie station.
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is an important process that can not usually be done mechanically. The best
fit to data was obtained when running the model with the self-adjusting
method for N with the maximum number of iterations m � 100 (Voinov et al.,
1999a). Interestingly, the Cattail subwatershed still performed as well as
before with this value of m. This could be expected since the previous analy-
sis showed that there was no sensitivity of subwatersheds to increases in N
beyond 20 (m � 20).

Within the subwatershed we assumed that the groundwater dynamics
closely follow the surface water flows and confined the groundwater to the
subwatershed area. This is probably not accurate even for Cattail Creek and
at larger scales the groundwater patterns are even more complex.

The spatial rainfall and other data were interpolated from daily records
of seven stations distributed over the study area. The Cattail Creek subwa-
tershed hydrology was driven by one climatic station and the half-watershed
model incorporated data from three stations. The lack of data on the true
variability of the meteorological data in space and time hinders the model’s
ability to accurately represent short term or localized responses in river flow.
However, the model is able to consider antecedent moisture and runoff-gen-
erating areas in a spatially realistic manner based on topography, land use,
and soil type, giving the simulation a fairly high degree of precision. The gen-
eral hydrologic trends seem to be well captured by the model and therefore
allow us to expand the study to other modules. We also refer the reader to our
web page at http://iee.umces.edu/PLM, which further describes the model.

9.3.4.1 Full ecological model calibration
The full spatially explicit ecological model was run for several years using
historical climate inputs for calibration purposes. In this case we ran the
model at a 1 km spatial resolution. We used two methods to compare the
model performance to the available data.

Certain modeled variables or indices that aggregate model variables
were compared to point time series data such as streamflow, nutrient con-
centration in the streams, and historical tree-ring data for the region (Table
9.1). The inclusion of plant and nutrient dynamics improved the model’s
hydrologic performance in comparison to the output reported above. The
spatially explicit representation of plant and nutrient dynamics modifies the
evapotranspiration and interception fluxes in the model, making the model
performance more realistic. It was also essential for scenario runs that take
into account land use and cover changes, in which these changes modify the
hydrologic fluxes in the watershed.

A sample of calibration for flow weighted nitrogen concentrations in the
Patuxent River at Bowie is presented in Figure 9.13. Data is available to cali-
brate longer-term runs of the model with these data sets. Model output was
compared to field data by visually inspecting superimposed graphs and com-
paring annual mean and total values. For example, the long–term trend of
nitrogen dynamics in Hunting Creek—a small subwatershed in the Coastal
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Figure 9.13 Results of calibration for flow weighted nitrogen concentrations in
the Patuxent River at Bowie. A. 1990; B. 1991.

Plain area—shows good correlation with the annual dynamics calculated
from the data (Figure 9.14).

Comparison of raw spatial data is a much more difficult and less studied
procedure. Spatially explicit data are scarce and rarely match the spatial
extent and resolution produced by the model. Some example output for plant
primary production from the model is shown in Figure 9.15. This shows the
typical pattern of seasonal growth in the region, which has a significant
impact on hydrology through transpiration. Data derived from AVHRR satel-
lite images, the NDVI or “greenness” index, were used to calibrate the full
model’s predictions of primary production for intra-annual effects. We cre-
ated an index from the NDVI data so that we were comparing the magnitude
of NDVI change to the magnitude of NPP change between cells in time and
space. A visual comparison shows fairly good agreement between the model
output and the data currently available. For long-term forest growth calibra-
tions we used the FIA data on forest growth (Table 9.4). The small Cattail
Creek subwatershed (which can be run more quickly) was run for 50 years to
examine long-term trends. These results compared favorably to the FIA data.

9.4 Scenarios
The goal of the linked ecological economic model development was to test
alternative scenarios of land use patterns and management. A wide range of
future and historical scenarios may be explored using the calibrated model.
We have developed scenarios based on the concerns of county, state, and
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federal government agencies, local stakeholders, and researchers. The fol-
lowing set of 18 initial scenarios were considered:

• A group of historical scenarios based on the USGS reconstruction
(Buchanan et al., 1998) of land use in the Patuxent watershed:

Table 9.4 10-year Averages for Three Forest Model Variables Compared
to Literature Values

NPP (kg/m2/y) PO4�(�g/l) DIN (�g/l)
Mean SD Mean SD Mean SD

Model output
Young 0.039 0.006 0.017 0.004 4.1 5.5
Intermediate 0.29 0.014 0.025 0.019 2.7 2.6
Old 0.497 0.014 0.031 0.027 4.2 3.5
All forest ages 0.27 0.190 0.024 0.02 3.7 4.1

Reference data
All forest ages 0.14a 0.67 0.185b 0.165 5c 5
aDerived through the FIA Database for the Patuxent watershed.
bMidoint and maximum deviation reported by Stevenson (1986) for sandy soils.
cMidpoint and maximum deviation reported by Aber (1996) for deciduous forests.

Figure 9.14 Long-term annual dynamics of total nitrogen in Hunting Creek.
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—(1) 1700: predevelopment era. Most of the area forested, zero emis-
sions.

—(2) 1850: agrodevelopment. Almost all the area under agricultural
use, traditional fertilizers (marl, river mud, manure, etc.), low emis-
sions.

—(3) 1950: decline of agriculture, start of reforestation and fast urban-
ization.

—(4) 1972: maximal reforestation, intensive agriculture, high emis-
sions.

• (5) Baseline scenario. We use 1990 as a baseline to compare the mod-
eling results. The 1990–1991 climatic patterns and nutrient loadings
were used.

• (6) 1997 land use pattern. This data set has just recently been released
and we used it with the 1990–1991 forcings to estimate the effect of
land use change alone.

• (7) Buildout scenario. With the existing zoning regulations, we
assumed that all the possible development in the area occurred. This
may be considered as the worst-case scenario in terms of urbanization
and its associated loadings.

• (8) Best management practices (BMP)—1997 land use with lowered
fertilizer application and crop rotation. These management practices
were also assumed in the remaining scenarios.

• A group of scenarios of change in land use over the 5 years following
1997 (i.e., for 2003) based on the economic land use conversion
(ELUC) Model by N. Bockstael:
—(9) Development as usual.
—(10) Development with all projected sewer systems in place.
—(11) Development with no new sewers but contiguous patches of

forest 500 acres and more protected.
—(12) Development with all sewers in place and contiguous forest

protected.
• A group of hypothetical scenarios to study dramatic change in land

use patterns using the 1997 land use as the starting point. These sce-
narios are designed to show the total contribution of particular land
use types to the current behavior of the system by completely remov-
ing them.
—(13) Conversion of all current agricultural land into residential

land.
—(14) Conversion of all current agricultural land into forested land.
—(15) Conversion of all current residential land into forested land.
—(16) Conversion of all current forested land into residential land.

• Another group of hypothetical scenarios to study the effects of clus-
tering, again using the 1997 land use as the starting point:
—(17) Residential clustering—conversion of all current low-density

residential land use into urban land use around three major centers.
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—(18) Residential sprawl—conversion of all current high-density
urban land use into residential land use randomly spread across the
watershed.

The scenarios were driven by changes in the land use map, the sewers
map, patterns of fertilizer application, amounts of atmospheric deposition, and
location and number of dwelling units. Since the model is spatially explicit and
dynamic, it generates a huge amount of output for each scenario run. We can
only present a brief summary here in the form of spatially and temporally aver-
aged values for a few key indicators. Table 9.5 is a summary of some of the
model output from the different scenarios looking at nitrogen concentration in
the Patuxent River as an indicator of water quality, changes in the hydrologic
flow, and changes in the net primary productivity of the landscape. Some
selected additional results of the scenario runs are described briefly below.

9.4.1 Historical scenarios

In this group of scenarios we attempted to reconstruct the historical devel-
opment of the Patuxent watershed, starting from the pre-European settle-
ment conditions in 1700. The 1850, 1950, and 1972 maps (Figure 9.16) were
produced based on data from Buchanan et al. (1998). In 1700 the watershed
was almost entirely forested, with very low atmospheric deposition of nitro-
gen, no fertilizers, and no septic tank discharges. The rivers had very low
nutrient concentrations. By 1850 the landscape had been dramatically modi-
fied by European settlers. Almost all the forests were cleared and replaced
with agriculture (Table 9.5). However, fertilizers used at the time were mostly
organic (manure, river mud, green manure, vegetable matter, ashes), the
atmospheric deposition of nutrients was still negligible, and the population
was low, producing little septic tank load.

After 1850, agricultural land use began shrinking and forests began
regrowing. By 1950 the area of forests had almost doubled. At the same time,
rapid urbanization began, primarily along the Washington, D.C.–Baltimore
corridor. This affected the Patuxent watershed both directly (through
changes in land use from agriculture and forests to residential and commer-
cial uses) and indirectly (through increased auto use in the larger region and
increased atmospheric inputs of nutrients). This process continued until the
1970s, when reforestation hit its maximum. Since then, continued urbaniza-
tion of the area has been affecting both agricultural and forested areas at
approximately the same rate. The atmospheric emissions and fertilizer appli-
cations were assumed to grow steadily from the low preindustrial levels to
modern load levels. The growing population in the residential sectors was
contributing to growing discharges from septic tanks.

9.4.2 1990 vs. 1997 vs. buildout

Comparison between the 1990 and 1997 conditions shows that there was a
considerable decline in the number of forested and agricultural cells, which
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was due to the increase in residential and urban areas. Accordingly, fertiliz-
ers contributed less to the total nitrogen load for the watershed, whereas the
amount of nitrogen from septic tanks increased (Table 9.5). These load totals
also demonstrate the relative importance of different sources of nitrogen on
the watershed. Under existing agricultural practices the role of fertilizers
remains fairly high. Atmospheric deposition contributes unexpectedly high
proportions of the nitrogen load. The role of septic tanks may seem minor,
but it should be remembered that the fate of septic nitrogen is quite different
from that of fertilizer and atmospheric nitrogen. Under the existing design of
septic drainage fields, the septic discharge is channeled directly to ground-
water storage almost entirely avoiding the root zone and nutrient uptake by
terrestrial plants.

From 1990 to 1997 most of the land use change occurred by replacing
forested with residential land use types. As a result we do not observe any
substantial decrease in water quality in the Patuxent River (Table 9.5). The
changes in hydrologic parameters that are associated with the substitution of
residential areas for forested and agricultural ones result in somewhat more
variability in the flow pattern; however, this difference is not very large.
Apparently during this time period, residential land use is still less damag-
ing than agricultural use and the loss in environmental quality that is associ-
ated with a transfer from forested to residential conditions is compensated by
a net gain in a similar transfer from agricultural to residential use.

These trends are reversed when we move on to the buildout (BO)
conditions. At some point, a threshold is passed after which most of the
development occurs due to deforestation and the effect of residential and
urban use becomes quite detrimental for the water quality and quantity in
the watershed. The base flow (represented by the 50% minimal flow values)
decreases to almost half of the predevelopment 1700 conditions, and the peak
flows become very high because of the overall increase of impervious
surfaces. Accordingly, the nitrogen content in the river water grows quite
considerably.

9.4.3 Best management practices

The next scenario attempts to mimic the possible effects of BMPs.
Government concerns are primarily aimed at nutrient reduction through
non-point-source control and growth management (MOP/MDE, 1993) with
the broader goal of improving the groundwater, river, and estuarine water
quality for drinking water and habitat uses. Non-point-source control meth-
ods under study include stream buffers, adoption of agricultural and urban
BMPs, and forest and wetland conservation. Urban BMPs or storm water
management involve both new development and retrofitting older develop-
ments. Growth management includes programs to cluster development, pro-
tect sensitive areas, and carefully plan sewer extensions. Clustered
development has been proposed and promoted in Maryland as a method to
reduce non-point sources and preserve undeveloped land.
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At this time we have limited our consideration of BMPs to reduction of
fertilizer application. Crop rotation has been assumed previously as a stan-
dard farming practice in the area. In addition, we assessed the potential for
nutrient reduction in the Patuxent from reductions achieved by farmers in
the basin who have adopted farm nutrient management plans. The Maryland
Nutrient Management Program (NMP) enlists farmers who are willing to
create and implement nutrient management plans that use a variety of tech-
niques to lower application rates including nutrient crediting with and with-
out soil testing, setting realistic yield goals, and manure testing and storage.
The biggest gains for farms without animal operations tended to come from
adjusting yield goals (Steinhilber, 1996). From this information, we created an
expected nutrient reduction of 10 to 15%, which is the typical reduction for
farms in the NMP (Simpson, 1996). Another major source of fertilizer appli-
cation reduction is accounting for atmospheric deposition in calculations of
nutrient requirements. This has been promoted by some of the recent recom-
mendations issued by MDA. As a result, we get quite a considerable change
in fertilizer loading and reduction of agricultural land use in the watershed
no longer becomes beneficial for water quality in the river (Table 9.5).

9.4.4 Economic land use conversion model scenarios

This group of scenarios distributes 28,000 projected new dwelling units
(using 1997 conditions as a base) within the area of the seven counties that
include the Patuxent watershed under certain assumptions about the loca-
tion of sewers and forest preservation strategies. Most of the change occurs
in the upper Patuxent portion of the watershed. As seen from Table 9.5 the
resulting changes in land use distributions were not as dramatic as during
the 1990–97 period. Correspondingly, the changes in water quality in the
river were quite subtle. Our indicators show less than a 1% change relative to
the 1997 conditions. However, it is noteworthy that in these scenarios con-
trary to the previous period most of the land use change is from agricultural
to residential habitats. The reduction of agricultural loadings turns out to be
more important than the increase in septic tank discharges. Because of the
high primary productivity of agricultural land use relative to residential, we
also observe a decline in average NPP. Apparently these changes do not bring
us to the threshold conditions after which the residential trends of develop-
ment become especially damaging to the environmental conditions.

9.4.5 Hypothetical scenarios

In the next group of scenarios we considered some more drastic changes in
land use patterns. None of these is realistic, but they allow one to estimate the
relative contributions of major land use types to the current behavior of the
system. For example, by comparing Scenarios 14 and 15 one can see that agri-
cultural land uses currently play a larger role in the nutrient load received by
the river than residential land uses, even under the BMPs. We get a consider-
able gain in water quality by transferring all the agricultural land into
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residential. Contrary to expectations, cluster development (Scenario 17) did
not turn out to be any better for river water quality than residential sprawl
(18). Because of larger impervious areas associated with urban land use, the
peak runoff dramatically increased in this scenario. This in turn increased the
amount of nutrients washed off the catchment area. Cluster development
would be beneficial only if it is accompanied by effective storm water man-
agement that will reduce runoff and provide sufficient retention volumes to
channel water off the surface into the groundwater storage.

Conversion of all currently forested areas into residential (Scenario 16)
was almost as bad as the buildout scenario (7). However, the crop rotation
assumed in Scenario 16 decreased the amounts of fertilizers applied some-
what and resulted in lower overall nitrogen concentrations. The septic load
in this case was so large because the transition to residential land use was
assumed to occur without the construction of sewage treatment plants. In the
buildout scenario most of the residential and urban dwellings were created
in areas served by existing or projected sewers.

9.4.6 Summary of scenario results

One major result of the analysis performed thus far is that the model behaves
well and produces plausible output under significant variations in forcing
functions and land use patterns. It can therefore be instrumental for analysis
and comparisons of very diverse environmental conditions that can be for-
mulated as scenarios of change and further studied and refined as additional
data and information are obtained. The real power of the model comes from
its ability to link spatial hydrology, nutrients, plant dynamics, and economic
behavior via land use change. The economic submodel incorporates zoning,
land use regulations, and sewer and septic tank distribution to provide an
integrated method for examining human response to regulatory change. The
projections from the economic model of land use change based on proposed
scenarios shows the probable distribution of new development across the
landscape so that the spatial ecological aspects can be evaluated in the eco-
logical model. The model allows fairly site specific effects to be examined as
well as regional impacts so that both local water quality and Chesapeake Bay
inputs can be considered.

The scenario analyses also demonstrated that the Patuxent watershed
system is complex and its behavior is counterintuitive in many cases. For
example, in the entirely forested watershed of 1700, the flow was very well
buffered showing very moderated peaks and fairly high base flow. The agri-
cultural development that followed in the next century actually decreased
both the peak flow and the base flow, contrary to what one would expect,
even though the decrease in the base flow was much more significant than
the decrease in the peaks. Apparently, evapotranspiration rates for the kinds
of crops currently included in the model was high enough to keep the peaks
down. Comparing the effects of various land use change scenarios on the
water quality in the river (Figure 9.17) similarly shows that the connection
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Figure 9.17 Nitrogen loading and concentration of nitrogen
in the Patuxent River under different scenarios of land use.

between the nutrient loading to the watershed and the nutrient concentration
in the river is complex and difficult to anticipate or generalize. This merely
confirms the need for a complex, spatially explicit simulation model of the
type we have developed here. Nevertheless, a few general patterns emerge
from analysis of the scenario results, including:

• As previously observed (Krysanova et al., 1999), the effects of tem-
porarily distributed loadings are less pronounced than event-based
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ones. For example, fertilizer applications that occur once or twice a
year increase the average nutrient content and especially the maximum
nutrient concentration quite significantly, whereas the effect of atmos-
pheric deposition is much more obscure. The difference in atmospheric
loading between Scenarios 1 and 3 is almost two orders of magnitude,
yet the nutrient response is only five to six times higher, even though
loadings from other sources also increase. Similarly, the effect of con-
stant increases in septic loadings is not so large. The average N con-
centration is well correlated (corr � 0.77) with the total amount of
nutrients loaded. The effect of fertilizers is also high (corr � 0.74),
while the effect of other sources is much less (septic corr � 20.0075;
decomposition corr � 20.2267; atmosphere corr � 0.49). The fertilizer
application rate determines the maximum nutrient concentrations
(corr � 0.71), with the total nutrient input also playing an important
role (corr � 0.60). Even the groundwater concentration of nutrients is
closely related to fertilizer applications (corr � 0.89); however, in this
case the septic loadings also play an important role (corr � 0.59), even
a more important one than the total N loading (corr � 0.44).

• The hydrologic response is driven strongly by the land use patterns.
The peak flow (max 10% of flow) is almost entirely determined by the
degree of urbanization (corr � 0.94). The base flow (min 50% of flow)
is somewhat correlated with the number of forested cells (corr � 0.54),
but there are obviously other factors involved.

• Different land use patterns result in quite significant variations in the
net primary productivity (NPP) of the watershed, both in the tem-
poral (Figure 9.18) and in the spatial (Figure 9.19a and b) domains. The
predevelopment 1700 conditions produce the largest NPP, under
buildout conditions NPP is the lowest. In the latter case, the dynamics
of NPP were more representative of the agricultural land use with
higher NPP values attained later in the year as crops mature.
Interestingly, under the BMP scenario with lower fertilizer applica-
tions we still get a higher NPP than under reference conditions of 1997.
From Figure 9.18 it is clear that this is primarily because of the crop
rotation and growth of winter wheat that matures earlier in the season
than corn.

Some model results are difficult to interpret. For example, it is not quite
clear why the residential sprawl scenario produced a lower peak flow than
the 1700 all-forested scenario. In both cases there was no urban land use with
its associated large impervious areas. However, one would expect that forests
should have a better peak retention capacity than agricultural and residential
land uses. These are the types of output that generate questions for further
investigation and potential model improvement that can lead to better
understanding of the processes involved.

L1389_Ch09I  11/16/00  4:55 PM  Page 227



228 Institutions, ecosystems, and sustainability

9.4 Discussion
The linked ecological economic model is a potentially important tool for
addressing issues of land use change. The model integrates our current
understanding of certain ecological and economic processes to give best
available estimates of the effects of spatially explicit land use or land man-
agement change. The model also highlights areas where knowledge is lack-
ing and where further research should be targeted.

The high data requirements and computational complexities for this type
of model mean that development and implementation are relatively slow
and expensive, but for many of the questions being asked this complexity is
necessary. We have tried to find a balance between a simple and general
model which minimizes complexity and one that provides enough process-
oriented, spatially and temporally explicit information to be useful for man-
agement purposes. Spatial data is becoming increasingly available for these
types of analyses and our modeling framework is able to take advantage of
spatial and dynamic data in its relatively raw form without being forced to
use complex spatial or temporal aggregation schemes. System dynamics
strongly influence ecosystem processes, with processes changing in domi-
nance over time. Our model allows these changes to be incorporated. We will
continue to trim model components where possible based on sensitivity and
scaling analyses but wish to maintain the generality of the GEM and the  spa-
tial explicitness of the PLM.

Figure 9.18 Variations in dynamics of NPP under different scenarios.
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Figure 9.19 Spatial distribution of change in NPP on the Patuxent watershed. a)
Increase in NPP; b) Decrease in NPP.

9.4.1 Future work

Future work will consider a range of additional scenarios including climate
change scenarios (changing storm frequency and intensity and CO2 enrich-
ment effects on plants) and additional development patterns that reflect spe-
cific “smart growth” initiatives. The model will also be used in “design
mode.” A series of stakeholder workshops are planned with the goal of
achieving broader consensus on the preferred environmental and economic
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endpoints for the system. The model can be used to both inform this discus-
sion and to determine the best way to achieve the desired endpoints.

Model development will continue with (1) a series of scaling experiments
to better understand the trade-offs between spatial, temporal, and complex-
ity resolution and model performance; (2) addition of spatially explicit
economic and social component to the unit model that will track built capi-
tal, human capital, and social capital; and (3) addition of spatially explicit ani-
mal population models for deer, beaver, and other “landscape structuring”
species.

We also plan to continue software development to make spatially explicit
landscape modeling more accessible. The Modular Modeling Language we
have been developing (Maxwell and Costanza, 1995) offers the promise that
submodels or modules of varying degrees of detail can be developed inde-
pendently and interchanged during model development. Then, as users
implement a model for a particular area, modules can be selected based on
the relative importance of local processes and high detail can be used where
needed but otherwise avoided. More work also remains to be done to refine
the model and address both data and model scaling issues.

We expect that these efforts will further advance our understanding of
the often subtle and indirect links among and between the ecological and eco-
nomic parts of regional landscape systems so that we may make the complex
“place based” decisions we face more wisely.
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building in the real world. Although we have linked some of our dynamic
analytical models to real-world problems, clearly we have only started what
needs to be a significant, long-term endeavor.

Much more remains to be done. For stakeholders, policymakers, and
scholars interested in how different institutions enable individuals to solve
environmental problems, we have illustrated how the framework presented
in Chapter 1 helps to organize diagnostic, analytic, and prescriptive capabil-
ities. Using the framework can also aid in the accumulation of knowledge
from empirical studies and in the assessment of past efforts at reforms.
Instead of analyzing ecological and human systems with a unique language
for each puzzle and each setting, we have attempted to develop and use a
much more general language that can be used across disciplines, and even
across broad clusters of disciplines.

10.1 Connecting real and model worlds
10.1.1 Using our framework to understand diverse 

socio-ecological systems

It should be clear by now that despite the extraordinary diversity among par-
ticular systems—biological or non-biological renewable resources, informal
and relatively simple norms to highly articulated formal governance—uni-
versal components are nonetheless embedded in any model of ecosystems
linked to one or more human systems. Using this framework, there are many
ways to characterize ecosystems. In the models developed in Sections II and
III, we have defined each spatial unit by specifying values for the following
variables:

1. The ecological carrying capacity of the system.
2. The degree to which external influences are predictable.
3. The regeneration rate (population growth rate) of the resource.
4. The natural mortality rate of the resource units.
5. The transfer rate of resource units (or harvesters) from one.
6. The consumption rate(s) of resource users.

In our models in Section 10.2, the carrying capacity of the resource
(1 above) was set to a specified constant level throughout each analysis. In
Chapter 3, we explored variations in the degree to which external influences
are predictable (2), the regeneration rate (3), the natural transfer rate (5), and
the robustness of different harvest rules about consumption rates (6). It is also
apparent from Chapter 3 that the importance of different ecological variables
differs depending on the settings of the values of the other ecological vari-
ables. In Chapter 4, we placed particular emphasis on the effects of variation
in the mortality rate (4), and consider an issue seldom raised for marine sys-
tems: what is the effect on sustainability if the population is not panmictic,
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but structured? We find reason for concern. Local populations can be
“winked out” while managers at a variety of levels expect that local popula-
tions will be replenished because they assume the population is panmictic. In
Chapter 5, for irrigation systems, we explored the impact of changes in vari-
ables (2), (4), and (6). In Chapter 9, all five variables were varied to explore
their impacts on management of the Patuxent watershed. The Patuxent
model is the most developed and spatially realistic model in this volume,
modeling several ecological variables as a spatially realistic mosaic.

In this diverse array of models, we have found some strong and consis-
tent general relationships. First, as unpredictability increases, the failure rate
of resource systems increases, even in systems in which the rules are very
well matched to local circumstances (e.g., Chapters 3, 4, 5), reinforcing
Levins’ (1966) point that variation is a cost in any system (and unpredictable
variation is especially costly). All humanly designed systems can fail. The
greater the environmental unpredictability faced by managers, the greater
the probability of failure. As W. Ross Ashby (1960) established in his “law of
requisite variety,” any sustainable regulatory system must have as much
variety in its response capabilities as variety exists in the environment itself.
Second, lack of knowledge by decision makers, like environmental uncer-
tainty, can generate high costs and/or failures (best shown in Chapters 3 and
4). Third, high rates of transfer of materials, resources (Chapters 3, 5, 9), or
harvesters (Chapter 4) across ecological or social boundaries pose problems
that may require both local and higher-order rules to solve. As we discuss
further below, lack of knowledge can lead to scale mismatches. Variation in
local units may be substantial, and local resource users may have better spe-
cific local ecological knowledge than central decision makers, who may have
better scientific knowledge about some of the core relationships in a larger set
of systems. On the other hand, small-scale organization may fail to gain
economies of scale and be unable to draw on the best scientific information
available. Large-scale organizations typically have difficulties gaining access
to extensive time and place information and responding rapidly to discrete
signals from diverse ecological and social systems.

Of course, ecological knowledge is not the only component in decision
making; naive prescriptions for both central and local decision making have
been shown to be inadequate. Nesting smaller-scale organization within
larger-scale organizations enables stakeholders and policy makers to obtain
some of the advantages of both scales of organization.

10.1.2 The analysis of possible worlds: future directions

Throughout this book we have argued that sustainability is enhanced when
humans design rules that are “well tailored” to an ecosystem. We have
argued that many resource-management failures arise from a mismatch in
scale between ecological realities and human rules (Cleveland et al., 1996). As
we noted in Chapter 1, large-scale systems are not small-scale systems writ
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large, nor are small-scale systems mere miniatures of large systems. We sug-
gest that management systems that produce perfectly acceptable outcomes in
ecosystems at one level can produce disruptive or destructive results when
applied to larger- or smaller-scale systems. For example, when high rates of
natural capital transfer exist, but are unrecognized so that only local rules are
made, voracious harvesters in one sub-system endanger the sustainability of
more than their local area (Chapters 3 and 5). Or, when rules are made assum-
ing uniform conditions and full exchange of natural capital across a large
region, when, in fact, resource stocks are not uniform (as in structured meta-
populations of oceanic fish stock), managers can inadvertently destroy wide-
spread, but structured, populations (Chapter 4).

In proposing the framework of Chapter 1, we argued for a variety of rea-
sons that it was important to link human decision making systems and
ecosystems. A major reason, we claimed, was that resource systems are likely
to fail for unrecognized reasons unless we overtly study how human systems
and ecosystems are linked or not, and how they interact in more complete
ways than traditional (e.g., resource management) models. Studying these
relationships allows one to identify missing institutions and scale mis-
matches between institutions and ecological realities.

10.1.3 Mismatches between ecological conditions
and decision making

It appears that many current governance and management systems are at a
scale that is either too large or too small for the ecosystems to which they are
related, leading to unsustainable policies for these systems (e.g., Ostrom et
al., 1999). Perhaps this is not surprising, for the growth of many institu-
tions is driven more by politics than by ecology. Problems can occur when
human systems that are developed and sustainable at one scale, or for one
ecosystem or for one part of an ecosystem are transferred without adequate
modification to other scales and ecosystems or to the whole system (Ostrom,
1999).

An important influence on the models of Chapters 3 through 6 is the
transfer rate of resources (and in Chapter 4, also the movement of resource
users) among spatial units. In some systems there are resource transfers, in
others there are not; in some systems there are human rules about these trans-
fers, in others there are not. When natural capital stocks (or resource users)
transfer but no decision making capacity exists—in other words, when
appropriate institutions are missing—sustainability is imperiled. Perhaps the
best-known problems of missing institutions is that of open access to com-
mon-pool resources, modeled in Chapters 3 and 4 (see also Hardin, 1968).
When no users can be excluded from a valuable resource, and no rules for
harvest exist, resource failure is virtually universal (Ostrom et al., 1999).

Consider a simple scheme for relating the presence or absence of local or
higher-level rules to a key flow characteristic of ecosystems—the transfer rate
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Figure 10.1 A simplified three-dimensional array of natural transfer rates of
resource stocks, local harvest rules, and higher level rules

of resource stocks from one ecosystem unit to another. Figure 10.1 represents
a simplified three-dimensional array of natural transfer rates of resource
stocks, local harvest rules, and higher-level rules. Light-shaded cells repre-
sent an appropriate match of rules and conditions, while dark-shaded cells
represent conditions in which appropriate rules are missing.1

Imagine a fishing village on an isolated lake. The natural transfer of bio-
logical units between spatial units would be extremely low or nonexistent
because fish do not migrate into or out of the lake, and transfers such as acci-
dental human introductions will be rare. For simplicity’s sake, we begin with
a case in which there are no higher-level governance units. Such an isolated
system is represented by cell L11 in Figure 10.1 (if there are also no local gov-
ernance rules), or cell L12 (if local rules are present). Without local rules (cell
L11), the use of the lake could be sustainable if two conditions are met (1) fish
are taken simply for local subsistence consumption, and (2) the population of
the village is low enough that fish harvests do not exceed the fish production

1 Note, however, that there are some additionally constrained conditions in which the absence of
rules may not pose a problem; for example, when human population is low and the resource is
used only for subsistence.
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capacity of the lake. If the human population grows, however, it is likely
either that local users would devise rules to regulate harvest, and thus move
from cell L11 to cell L12, or that harvests would exceed sustainable levels and
lead to the collapse of the fish population. This general pattern means that
local rules are likely to limit either who can fish or how much fish they can
harvest—both effectively concern harvest rates.

In summary, cell L11 has neither local nor higher-level rules. Cells L21,
L31, H11, H21, and H31 have no local rules; cells L12, H11, and H12 have no
higher-level rules. In all of these cases, the problem of missing institutions
may lead to unsustainability.

As noted in Chapter 3, the Maine lobster fisheries represent the condi-
tions of cell H12 of Figure 10.1. Although only older, mature (marketable) lob-
sters migrate, migration creates significant biological transfers when mature
lobsters move from inshore waters (where one set of local rules obtains) to
offshore waters (where different local rules exist). In this example, there is
high biological transfer across governance units, local harvest rules, low or
no higher-level control—and indeed human rules and ecological realities do
not match. At a larger scale, eliminating restraint for Maine fishermen would
simply have meant higher takes in all areas and likely over-exploitation typ-
ical of open-access resources. Maine fishermen took their case to the Atlantic
States Marine Fisheries Commission (ASMFC)—an interstate body that has
authority to govern lobster conservation. The ASMFC agreed with the posi-
tion of Maine lobstermen and extended the area in which v-notch and over-
size protection is enforced to the entire Gulf of Maine. The designated area
does not entirely contain the movements of lobsters (due to political com-
promises within ASMFC and also due to the fact that it is probably impossi-
ble to draw a perfect ecological boundary). The improvement brought about
by the actions of the ASMFC, however, substantially aligns the scale of
human rules and the biologically relevant behavior.

It is easy to imagine how a first approach to scale mismatches like this
one could generate the old maxim that “harvest rules should apply over the
entire range of the managed stock” to avoid conflicting incentives. But this
maxim captures only a small part of the problem. Like most maxims, it orig-
inates under particular conditions (here, cell H12 of Figure 10.1); yet it is typ-
ically stated quite generally. A moment’s reflection will make it obvious that
this maxim would result in poor sustainability in a number of other cells (e.g.,
L21, L31) of Figure 10.1.

The danger is that maxims can lead to management systems, and when
maxim-based management systems are applied broadly without investigat-
ing the real causal factors, unintended consequences can result. In the Maine
lobster fishery, for example, fishermen in some areas have strong collective
local incentives to limit trap numbers because high trap numbers in the area
lead to congestion and gear conflicts. Because ecological and fishing circum-
stances vary widely along the coast, a trap limit that is reasonable in one area
might be outrageously high or low in another, with unintended local varia-
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tion in impacts (in this case, the economics of congestion). Efforts to solve the
problem at the statewide level have failed for over 20 years because a single
trap limit tends to restrain and benefit fishermen in some areas, but imposes
costs without benefits in others. In 1995, however, the legislature created a
system of seven democratically elected local management councils. Within a
year of their initial operation, all seven had enacted trap limits.

In Chapter 1, we suggested that scale mismatch occurs when human
decisions are either needed but lacking, or made to the wrong scale. What
have we learned?

10.2 Empirical explorations: transfer rates 
and human rules

We made a broad conceptual distinction between physical systems that have
very low natural transfer rates and those with high-transfer rates. Examples
of the former include isolated grazing areas, small forests that are separated
from one another, lagoon fisheries, and lakes. Examples of high-transfer envi-
ronments include inshore fisheries that are strongly affected by the move-
ment of fish from ocean and other inshore fisheries, inter-connected
groundwater basins, and large-scale river systems. Human activity probably
accelerates the rate of transfer of ecosystem components, e.g., all non-point
source pollution; CO2 accumulation and the greenhouse effect; nutrients in
the Patuxent example of Chapter 9; and the introduction of non-native
species such as Zebra mussels to the Great Lakes.

In Figure 10.1, the stock transfer rate is an ecological “given,” represent-
ing a constraint for human rules systems. Most human rules systems (if they
recognize the importance of transfer rates) make rules related to the migra-
tion of people into and out of a local unit (see, for example, Bates, 1976;
Zucker, 1986).

But the transfer rate is only one phenomenon affecting human rule-
making: natural productivity (“rich” versus “poor” environments), external
fluctuations (constant, predictably or unpredictably fluctuating), and stock
growth or regeneration rate, for example, also matter. We have not modeled
all combinations of these conditions but even the simple general model in
Chapter 3 has that capacity. In our description of relevant ecosystems, we
consider some examples in which these additional factors vary. As Chapters
3through 9 suggest, dynamic modeling can be an important path to making
tractable analyses of extraordinary complexity.

10.2.1 Low-transfer environments (all “L” cells)

In all “L” cells of Figure 10.1, humans do not face the problems (or oppor-
tunities) associated with natural resource transfers in and out. When low-
transfer environments are poor, both in endowment and in their capacity to
grow, they are difficult to use intensively; it is hard to amass human capital
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rapidly. So long as the human population using such a resource remained
small and they used the resource primarily for subsistence, they could use
such a natural resource for long periods of time. If the natural mortality rate
were high and external influences highly unpredictable, the environment
would probably be too harsh for anything but very limited human use. The
Masai, Nuer, Arunta, and !Kung people are probably examples of people
who have survived in this broad set of worlds.

What kind of rules might work in such an environment? Let us focus on
the subsets of this environment in which external influences are relatively
unpredictable versus those that are more predictable. In more unpredictable
systems, humans may develop rules that allow them to range over large ter-
ritories, moving themselves to areas that have the best yield at any moment
to substitute for the lack of movement of the resource units. Trans-human
societies tend to exist in the more unpredictable ecosystems. Note that trans-
humanity also occurs in high-transfer, low-productivity environments, and
therefore humans track the resource stock movement. In such cases, large-
scale transfer rules would be important. Property rules that give groups the
right to harvest from a variety of spatial units increase the “transfers” of
resource units to different users across distinct ecosystems (compare the fish-
ermen of Chapter 4). When boundaries among ecosystems become “tight” by
human design (such as national boundaries), there may be problems of reg-
ulation that did not exist prior to these efforts to stop the movement of peo-
ple (Duany and Duany, 1999).

In low-productivity, low-transfer environments humans typically take
what they can get wherever they are and rules that limit the quantity of har-
vest in each spatial unit are probably very important. Setting harvesting lev-
els close to MSY in any unpredictable and low-return system might be
disastrous, as MSY in bad years would allow the harvesting of stock that is
badly needed to regenerate a flow of resource units in the years to come.
Easter Island appears to be an example of this type of ecological system—and
one that is also characterized by a slow growth rate. The first humans to
migrate there found an island that was apparently rich in resources but these
had accumulated over the centuries. The fast population growth stimulated
by harvesting accumulated natural capital led to a massive depletion of
resources before the Easter Islanders were able to impose effective rules on
themselves (see Brander and Taylor, 1998; Kirsch, 1997; and Reuveny and
Maxwell, 1999). Systems that set harvests based on current resource levels are
more sustainable, in theory—but that sustainability is only achievable when
the resource estimates are both precise and accurate. When spatial resources
are moderately predictable or have a constant external influence, humans
might rotate among a smaller set of areas rather than over a very large range.
If areas are equally stressed at any one point in time, a trans-human strategy
would not make much sense. But a swidden system would make sense: peo-
ple would rotate among units to allow areas to regenerate between uses.
Swidden systems appear to have been a successful way of sustainably man-
aging resources when the human population level remains low.
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Setting harvesting limits close to the maximum sustained yield (MSY) in
any low-transfer system with fluctuations, particularly if fluctuations are
unpredictable, could be disastrous. MSY in bad years would allow the har-
vesting of stock badly needed to regenerate a flow of resource units in the
years to come. In Chapter 4, Wilson, et al. models the effects of environmen-
tal unpredictabilities on the stability of a “percent stock” harvesting strategy.
If measurement were perfect and no uncertainties affected fish recruitment, a
very high percentage of stock could be taken. However, unpredictable fluc-
tuations in recruitment can cause the collapse of the fisheries (Chapters 3, 4).

Consider a world that is isolated (low transfer) but has rich natural cap-
ital and a high regeneration rate. This is the world of wet tropical forests;
resources are rich and regeneration fast. When human population levels are
low, there is no need for any harvest limits. This is a well-endowed world that
grows back quickly after being harvested. There is more room for error in this
world than in the first world, but since it is so rich people may be attracted to
it, and without strong harvesting rules, it too may be destroyed. Thus, the
presence of harvesting rules may be even more important here than in the
harsh worlds where few humans live. How would transfer rates affect out-
comes? If there were several connected systems and at least one of them was
like this world, it might be a good “refuge,” if harvesting is not allowed from
this unit but transfer rates are set at a moderate level by a higher level
government.

10.2.2 High-transfer environments (all “H” cells)

Resource users in all high-transfer cells in Figure 10.1 face somewhat differ-
ent problems, and much of the impact in any case will depend on whether the
area under consideration is a stock “source” or “sink.” Systems with rich nat-
ural capital, rapid regeneration rate, and high transfer with other similar sys-
tems are the “best case” scenario for human use purposes. When neighboring
systems are relatively poor, these are the worlds that provide resource
“sources” for other systems—and this relationship underlies many conflicts.
Precisely because these worlds are rich and regenerate rapidly, they represent
the most desirable resource environments for human use. And, because nat-
ural transfer rates are high, resource users in less resource-rich neighboring
environments can exploit the natural capital generated in these environments
(Chapters 3, 4).

High natural-transfer systems that have slow regeneration rates can be
used as “home base” for humans who can (1) utilize resources that have
transferred in from other systems, or (2) who can, when current resources are
low, move themselves to richer neighboring systems, either seasonally or
opportunistically. Even when the regeneration rate is high, these worlds will
be used as “home base,” and because the regeneration rate, as well as the nat-
ural transfer rate, is high, these systems are easier to use in this way.

As we noted above, transfer of both resources and resource users among
ecological systems has almost certainly been accelerated in historical time 
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as humans increase their technology. All sorts of problems can arise.
Inadvertent export of resource stocks (e.g., zebra mussels, English sparrows)
and resource-use byproducts (the Exxon oil spill) become more frequent as
we move ourselves, our natural resources, and our manufactured capital
around the globe. Deliberate export of stocks (in many natural resource
plans) and resource-use by-products (e.g., the “garbage barge” incidents of a
few years ago) are also becoming more common. Deliberate export of by-
products is widely recognized as creating problems of equity and environ-
mental justice.

10.3 Applications to evolving principles of sustainability
A crucial question facing all who are interested in fostering the sustainability
of resource systems is: How can the concepts of analytic models be connected
to the real world in ways that foster sustainable resource management? We
suggest that models can explore assumptions, be used for experimenta-
tion, help individuals or groups with incomplete information, and help
groups reach agreement on issues of resource-use policy when conflicts of
interest exist.

The difficulties we face in reaching agreement about resource use
increase not only when institutions and ecological realities are mismatched in
scale (above) but also as the scale of problems increase. We recognize that
attempts to achieve globally optimal resource policies in the face of natural
and human uncertainty are chimeras. We believe that our best hope lies in
including multiple viewpoints in an integrated, adaptive framework struc-
tured around a core set of mutually agreed upon principles. A recent work-
shop in Lisbon, Portugal (Costanza et al., 1998) identified six major principles
as a basis for more sustainable management of renewable resources in the
future. Reflecting on earlier chapters, we find that these principles are con-
sistent with the findings from models presented in Sections II and III.

10.3.1 Lisbon principle 1: responsibility

Access to environmental resources carries attendant responsibilities to use
them in an ecologically sustainable, economically efficient, and socially fair
manner. Individual and corporate responsibilities and incentives should be
aligned with each other and with social and ecological goals. Chapter 5 illus-
trates the importance of this principle in one system.

10.3.2 Lisbon principle 2: scale-matching

Ecological problems are rarely confined to a single scale. Decision making on
environmental resources should (1) be assigned to institutional level(s) that
maximize relevant ecological input, (2) ensure the flow of ecological infor-
mation between institutional levels, (3) take ownership and actors into
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account, and (4) internalize costs and benefits. As demonstrated in Chapters
4 and 9, the appropriate scales of governance will be those that have the most
relevant information, can respond quickly and efficiently, and are able to inte-
grate across scale boundaries. When the ecological phenomenon occurs at
multiple levels, multi-level rules are needed.

10.3.3 Lisbon principle 3: precaution

In the face of uncertainty about potentially irreversible environmental
impacts, decisions concerning their use should err on the side of caution. The
burden of proof should shift to those whose activities potentially damage the
environment. This may be one of the most difficult of the principles to imple-
ment. Chapters 3 and 4 explore consequences of both the application and the
failure to apply this principle.

10.3.4 Lisbon principle 4: adaptive management

Given that some level of uncertainty always exists in environmental resource
management, decision-makers should, to the extent feasible, continuously
gather and integrate appropriate ecological, social, and economic informa-
tion with the goal of adaptive improvement. Chapters 3, 4, 5, and 7 explore
the effects of unpredictable environmental variations and the utility of more-
and less-adaptive management responses.

10.3.5 Lisbon principle 5: full cost allocation

All of the internal and external costs and benefits, both social and ecological,
of alternative decisions concerning the use of environmental resources
should be identified and allocated. When appropriate, markets should be
adjusted to reflect full costs and allocate them appropriately. We recognize
that this is a non-trivial problem but suggest that explicit consideration of this
principle may highlight successful paths. Chapter 5 illustrates how cost-ben-
efit analysis is frequently adopted in the early stages of considering a project,
but may not include room for the diversity of incentives and actions actually
taken by stakeholders once a new infrastructure has been constructed.
Chapter 5 also considers the appropriate discount rate to be used in the
analysis of projects that may last for more than one century.

10.3.6 Lisbon principle 6: participation

All stakeholders should be engaged in the formulation and implementation
of decisions concerning environmental resources. Full stakeholder participa-
tion contributes to credible, accepted (and therefore lasting) rules that iden-
tify and assign the corresponding responsibilities appropriately. As we show
in Chapter 5, when major participants do not contribute to institutional
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development and maintenance, the likelihood of their achieving sustainable
resource systems is substantially reduced.

As are most principles, these are ideals—normative claims about the
ways we should proceed. Consider the circumstances in which people are
more, versus less, likely to adopt such principles. Some are well known:
small, stable groups, perhaps kin, with the ability to detect and punish
cheaters, and with developed conflict-resolution mechanisms (e.g., Ostrom,
2000). These involve self-interest and the protection of that interest. A second
set of factors that influence people’s willingness to invest in the long term
concerns information. If users are dependent on the resource, information
about practices that clearly degrade the resource mean that the shadow of the
future can be long. One source of information, of course, is empirical: we
learn from the successes and failures of those around us. A second and com-
plementary resource of information comes from the kinds of models we have
explored in earlier chapters.

10.4 Last reflections
Throughout, we have argued that sustainability depends on understanding
the ways humans and their institutions interact with ecological systems. Both
information and consideration of actors’ self-interests are necessary, but not
sufficient, inputs to sustainable management (Wilson et al., 1994; Wilson,
1997). The growing litany of ecological problems we see daily in the news
typically involves issues of increasing human populations, increasingly
intrusive production mechanisms, habitat and species destruction—all
symptoms of human–ecosystem interactions gone awry. Using the integrated
framework developed in Chapter 1 to link human-ecosystem interactions,
we have begun explorations using dynamic modeling. We think there is
profit in such an approach. Such models can be used analytically to generate
information complementary to empirical data, to aid in thoughtful decision-
making, and to help build consensus in contentious situations.

We suggest that when the scales of ecological phenomena and human
rules for their governance are appropriately matched, governance systems
can be responsive and appropriate. Notice that we do not claim that humanly
designed governance systems will be optimal. Designing optimal gover-
nance systems to cope with multiple, complex ecological systems is far more
difficult and unlikely than our current textbooks on resource management
imply. We do, however, believe that individuals can design and operate
under appropriate rules that allow sufficient information to be generated
over time to enable participants to learn from their past mistakes and contin-
uously improve the systems they design. Whether a local or larger-scale rule
is appropriate and adaptive depends on the scale at which the relevant eco-
logical interactions take place. Making this problem of scale-matching
explicit is a primary goal of our enterprise here. Consider, for example, if
resource stocks are spatially isolated and no transfer of natural capital occurs,
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what use are higher-order rules? In fact, if the isolated resource systems are
ecologically different in important ways, uniform, higher-level rules can be
costly in more ways than one. On the other hand, consider the Maine lobster
example above and in Chapter 3, in which it is difficult to apply conserving
local regulations throughout a large area. Slowly, more and more local units
are applying these conservation regulations so that eventually a much larger
portion of the northeastern coast of the United States may be covered, but it
is a slow and difficult process.

Thus, since there is so much to be done, we hope that other scholars will
find the frameworks, concepts, and tools we have developed in this book to
be useful in their own efforts to examine these important questions. We will
gladly make our models available to anyone who would like to use them, and
encourage a wider discussion across disciplines of these important questions.
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Benchmark model, 103
Bendixson-DuLac Theorem, 134
Benefit–cost ratio, 111
Best management practices (BMPs), 186, 
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reduction of fertilizer application, 224
urban, 223

Biodiversity, world’s hottest hotspot of, 176
Biological time, tracking of, 196
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flows of, 24
photosynthetic, 217
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BMPs, see Best management practices
BO, see Buildout
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Cape Floristic Region, 176
Capital

definition of, 15
human-made, 14
natural, 15, 35
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constant total fishery, 140
ecological, 34
population size as percent of, 72, 73

Catchability coefficient, 129
Cattail Creek subwatershed hydrology, 214
Certainty, misplaced, 9
Chaotic dynamics, 125
Chaotic populations, 123
Charismatic traits, psychological responses 
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Chesapeake Bay program, 180
Coarse grained variables, 161
Coastal Ecological Landscape Spatial 

Simulation (CELSS) model, 175
Coastal fisheries

impact of cheating on, 43
local harvesters of, 40

Coastal physical-biological-chemical 
models, 24
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Cod fisheries of eastern Canada, 13
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Conflict resolution, 20
Consensus building, models for, 27
Constant harvest rate, 127
Constant percentage quota rule, 62
Constant percent growth rate, 120
Constant price

open access, 130
sole owner, 129

Constant total fishery carrying capacity, 140
Consumer demand, 161, 162, 167
Continuous-time system, 143
Controls, 17
Critical depensation, 126
Crop(s)

choice
output variations due to, 88
possibility, 113
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harvest, 84
maturity, 227
rotation, 224
water relations, 81, 109, 112
wet, 9
yields, 110

 

D

 

Darcy equation, 200
Data

out-of-sample, 164
predictabilities, 27
spatial, 228
time-series, 188, 192
tree ring, 190
types of sought from interviews 156

Dealer inventory level, 162
Decision(s)

phase based, 230
profit-based, 55
systems, framework linking ecosystems 

and human, 233
Demand curve, kink in, 166
Depreciation, 85, 93
Diatom species, 182
Differential equation, 120
DIN, see Dissolved inorganic nitrate 
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Discrete-time system, 143
Dissolved inorganic nitrate concentrations 

(DIN), 205, 207
Dry crops, 9
Dynamic models, 20
Dynamic systems modeling, 21–29

classifying different types of models, 
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high-generality conceptual models, 
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high-precision analytical models, 24
high-realism impact analysis models, 
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moderate-generality and moderate-

precision indicator models, 25
models for consensus building, 27–29
purposes of models, 22–23
resolution and predictability, 25–27

E
Ecological carrying capacity, 34
Ecological economy model, 23
Ecological perturbations

growth and harvest rates with, 38
stochastic, 39

Economic land use conversion model, 201
Ecosystem(s)

bio-physical,108
fynbos, 176, 177
models, connection of with models of 

human systems, 4
multi-scale models of, 21
partitioning of, 8
simplified model of, 35
use, through irrigation activity, 82

Ecosystems, human systems and, 3–20
complex systems and dynamics models, 
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conflicts of interest, 10–11
frameworks, theories, and models, 4–5
hierarchy and scale problems, 7–9
human–ecosystem relationships, 13–20

attributes, 18–19
controls, 17–18
flows, 16
interactions, 19–20
stocks, 14–16

sustainability, 5–7
sustainable ecosystems and human 

systems, 11–13
uncertainty, limited information, and 

 

L1389-index  Page 262  Thursday, November 16, 2000  3:59 PM



 

Index 263

 

misplaced certainty, 9–10
Effort management teams (EMTs), 152, 153
Effort per boat, 128
Empirical studies, 20
EMTs, see Effort management teams
Environment, impact of humans on, 3
Erroneous judgments, 3
Eutrophication indicators, 182
Evapotranspiration, 81, 82

actual, 109
losses, 84
potential, 109

Everglades, 180
Evolutionary biology, fitness in, 6
Experimentation, 5
Exponential growth, 120
Extinction

herbaceous plant, 182
population, 70, 71
resource, 6

Exxon oil spill, 242

 

F

 

Farmer(s)
decisions of, 94, 99
-enforced monitoring, 104
expenditure patterns of, 89
head reach, 106, 107
maintenance dues of, 96, 97
organization, 98
water usage by, 80

Farming practices, colonist, 182
Faulty analysis, 4
Fertilizer

application(s), 224
map of, 198
rates, 197

organic, 219
Fish

biomass of, 16
catching right number of, 75
dynamic, 145
growth function of, 147
migration, 65, 66, 147
population

age and size differences within, 141
equilibrium, 130

trash, 19
Fishery(ies)

coastal
impact of cheating on, 43
local harvesters of, 40

cod, 13
fish dynamic in, 145
model, 126, 135
ocean, poor performance of regulated, 

60
profits per boat in, 64
stock, 34
sustainability of, 20

Fisheries ecology, introduction to 
mathematical models in, 
119–148

age structure, 141–144
single population, 141–144
multiple populations, 144

comparing solution strategies, 147–148
economic considerations, 129–132

constant price, open access, 130–132
constant price, sole owner, 129–130
price-quantity dependence, 132

economic considerations, dynamic 
analyses, 132–138

including  delays, 134–135
myopic adaptation, 133–134
myopic adaptation, sole owner, 

136–138
nanofish problem, 135–136
perfect foresight, 132–133

exponential growth, 120–121
logistic growth, 121–123
more general growth rates, 125–126
multiple locations and multiple 

harvesters, 144–147
fish migration, 147
myopic profit adjustment, 147
open access, 146–147
profit-maximizing sole owner, 146

multiple species, 138–141
constant total fishery carrying 

capacity, 140–141
Gause competing species model, 

138–140
periodic and chaotic populations, 

123–125
simple harvesting, 126–129

constant harvest rate, 127–128
population-size-dependent harvest, 
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Fisherman migration, 69, 70
Fishing village, 237
Flows

controls of, 14
definition of, 16

Forest model variables, 216
Fossil fuel, 15
Fractal-like rules, 26–27
Free riding, threat of, 95
Frozen product, 155

actual prices for, 166
estimated consumer demand curve with, 

167
market for, 165

Future directions, 233–245
applications to evolving principles of 

sustainability, 242–244
adaptive management, 243
full cost allocation, 243
participation, 243–244
precaution, 243
responsibility, 242
scale-matching, 242–243

connecting real and model worlds, 234-
239

analysis of possible worlds, 235–236
mismatches between ecological 

conditions and decision-making, 
236–239

using framework to understand 
diverse socio-ecological 
systems, 234–235

empirical explorations, 239–242
high-transfer environments, 241–242
low-transfer environments, 239–241

Fynbos ecosystems, South African, 176

 

G

 

Game theory, 5
Garbage barge incidents, 242
Gause competing species model, 138
GEM, see General Ecosystem Model
General Ecosystem Model (GEM), 186, 203

nutrient sector, 195
unit model, 199

Genetic conflicts of interest, 10
Gordon bionomic equilibrium, 130
Graphical programming language, 27
Green manure, 219

Greenness index, 215
Green NNP, 25
Groundwater quality, 190
Growth

exponential, 120
logistic, 121
rates, nonlinear decreasing, 125

Gulf of Maine, 42

 

H

 

Harvest
change in rate of, 56
efficiency (HE), 36
function, level sets of, 131
population

extinction and, 71
-size-dependent, 128

Pressure Bias (HPB), 43, 44
rate(s)

constant, 127
with ecological perturbations, 38

rules, 38, 49, 50, 52
Harvesters, multiple, 144
Harvesting strategy, percent stock, 241
HE, see Harvest efficiency
Head reach farmer, 106, 107
Head-tail syndrome, 102, 117
High-generality conceptual models, 23
High-precision analytical models, 24
High-transfer environments, 241
Hill-climbing, 204
HMC, see Human-made capital
HPB, see Harvest Pressure Bias
HSPF, see Hydrologic Simulation 

Program—Fortran
Human dominated systems, 197
Human-ecosystem interactions, 19, 20, 

33–57
model, 35–37

ecosystem sector, 35–36
human-ecosystem interaction sector, 

36–37
rules and sustainability in single-

ecosystem model, 37–40
growth and harvest rates with 

ecological perturbations, 38–39
harvest rules and stochastic 

ecological perturbations, 39–40
harvest rules and stock growth rate, 
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38
spatial heterogeneity, 40–45

impact of cheating, 43–45
spatial representation of multiple 

ecosystems, 42–43
STELLA model equations, 48–57

ecosystem, 48
harvest rules, 49–53
higher level, 53–54
human systems, 54–56

Human-made capital (HMC), 14, 36
Hydrologic Simulation Program—Fortran 

(HSPF), 210
Hydrology module, 193
Hypothesis testing, 20, 69

 

I

 

Information
arrows, 28
limited, 9
rules, 18

Infrastructure(s)
deterioration, 104
humanly constructed, 108

Institutional investment opportunity, 88, 114
Institutions

cooperative processes of, 99
investment in irrigation, 97

Interviews
approximate structure from, 154
types of data sought from, 156

Inventory level(s), 154
changes in retail, 162
dealer, 162

Iron ore mining model, 172
Iron and steel production, U.S., 171
Irrigation infrastructures, sustainability, 

equity, and efficiency of, 
77–118

achieving optimal performance in 
operational phase, 89–91

crop water relations, 109–110
evaluative criteria, 79–81
growth patterns, 81–82
investment in irrigation institutions, 

97–106
equity, sustainability, and efficiency, 

102–106
sustainability and efficiency, 

100–102
key assumptions used in Model I, 111
key assumptions used in Model II, 

112–116
ecosystem, 112–113
human system, 113
interactions, 113
social system, 113–116

list of variables, 118
modification in Model II for head–tail 

syndrome, 117
overview of major assumptions, 86–87
stage I model, 82–86

ecosystems, 84
human system, 86
interaction, 84–86

stage II model, 87–89
typical problems involved in operational 

phase, 92–97
depreciation, 93–94
farmers’ decision, 94–95
threat of free riding, 95–97
water availability, 92–93

 

K

 

Knee-jerk responses, 17

 

L

 

Land
conversion, 201
distribution, 114
productivity, 95
reclamation and degradation of arable, 

112
use

conversion model, 224
patterns, dramatic change in, 218
spatial database of, 201

Landscape, 230
pattern analysis, 203
total value of, 181

Legislative language, 10
Leslie matrix, 142
Limited information, 9
Link map, 200
Lisbon principle, 242, 243
Livestock, free ranging, 182
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Lobster, see Maine lobster, simulation of 
market for

Logic, 5
Logistic equation, 121
Logistic growth, 121
Louisiana coastal wetlands, 173
Low-transfer environments 239

 

M

 

Maine lobster, simulation of market for, 
151–167

building of market simulator, 153
industry and market background, 152
initial specification of model, 153–157
level of aggregation, 159–160
management/regulatory problem, 

152–153
qualitative criteria for checking 

performance of model, 157–159
structural changes, 165–167
testing of model with out-of-sample 

data, 164–165
verifying of model structure, 160–164

Maintenance
cost paid, 116
dues

farmer paying, 96, 97
rules about, 115

uncertainty in, 88
Management

adaptive, 243
initiatives, 10
models, 170

Marine biologists, 60
Market

frozen product, 165
institutions, relationship of resource 

sustainability and, 151
simulation, see Maine lobster, 

simulation of market for
simulator, 153

Mathematical models, see Fisheries 
ecology, introduction to 
mathematical models in

Maximum sustainable yield (MSY), 6, 36, 
128, 129, 241

Mental models, 22
Metapopulation(s)

local populations modeled as, 74

management perspective of, 61
open access with, 70

Microcosm systems, 25
Migration

fish, 65, 66
fishermen, 69, 70
recruitment/growth rate, 68

Mineral deposits, 15
Misplaced certainty, 9
Missing institutions, 11
Model(s)

alternative, 22
benchmark, 103
building, 22
calibration, 204
Coastal Ecological Landscape Spatial 

Simulation, 175
coastal physical-biological-chemical, 24
consensus building, 27
criteria used to classify, 23
dynamic, 20
ecological economy, 23
economic land use conversion model, 

201
fishery, uncertainty in, 135
Gause competing species, 138
GEM unit, 199
high-generality conceptual, 23
high-precision analytical, 24
iron ore mining, 172
land use conversion model, 224
linked ecological and economic, 202
management, 170
mental, 22
moderate-generality, 25
moderate-precision indicator, 25
Patuxent, 220–221
performance index, 203
population, 120
predictabilities, 27
qualitative criteria for checking 

performance of, 157
research, 170
single-ecosystem, 37
spatial, 199
Stage I Planning, 91
structure, verifying, 160
testing of the out-of-sample data, 164
unit, hydrology sector for, 186

Modeling, for scoping, research, and 
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management, 169–178
case studies, 171–178

Louisiana coastal wetlands, 173–176
Patuxent River watershed, Maryland, 

177–178
South African fynbos ecosystem, 

176–177
U.S. iron and steel production, 

171–173
three-step modeling process, 169–171

Moderate-generality models, 25
Moderate-precision indicator models, 25
Monte Carlo simulation, 204
MSY, see Maximum sustainable yield
Multiple ecosystems, spatial representation 

of, 42
Multi-scale phenomena, 7
Myopic adaptation

open access, 133
sole owner, 136

Myopic profit adjustment, 147

 

N

 

Nanofish
phenomena, 136
problem, 135

National Marine Fisheries Service (NMFS), 
152, 153

Natural capital (NC), 35
non-renewable, 15
renewable, 15
types of, 15

Natural phenomena, predictability of, 26
Natural populations, scale of, 59
NC, see Natural capital, 35
Net national product (NNP), 25
Net primary productivity (NPP), 205, 227
Net social benefit, 86

determination of, 113
infrastructure, 101

Nitrogen loading, 226
NLOM, see Nonliving soil organic matter
NMFS, see National Marine Fisheries 

Service
NMP, see Nutrient Management Program
NNP, see Net national product
Nonliving soil organic matter (NLOM), 205
Non-photosynthesizing (NPH)

components, 196

Non-point-source control, 223
Non-renewable natural capital, 15
Non-renewable resource, 33
NPH components, see Non-

photosynthesizing components
NPP, see Net primary productivity
Nutrient

export, routes of, 185
limitations, 205
Management Program (NMP), 224
module, 194, 197
reductions, 183, 189

 

O

 

Ocean fisheries, poor performance of 
regulated, 60

Oil spill, Exxon, 232
O & M, see Operations and Maintenance
Open access, 146

constant price, 130
myopic adaptation, 133
rule, 67

Operations and Maintenance (O & M), 85
Orthophosphate, 195
Output Produced, 113, 115
Out-of-sample data, 164
Over-harvesting, 44

 

P

 

Patuxent Landscape Model (PLM), 186, 
187

Patuxent River watershed, Maryland, 
177–178, 179–230

history and current setting, 182–185
methods, 185–203

geographic and time-series data, 
188–192

Patuxent Landscape Model, 186–188
watershed-based studies, 185–186

results, 203–215
calibration and testing, 203
model performance index, 203–204
spatial hydrology calibration, 

208–215
unit model calibration, 204–208

scenarios, 215–228
best management practices, 223–224
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economic land use conversion model 
scenarios, 224

historical scenarios, 219
hypothetical scenarios, 224–225
1990 vs. 1997 vs. buildout, 219–223
summary of scenario results, 

225–228
unit model, 192–199

economic land use conversion model, 
201–202

human dominated systems, 197–199
hydrology module, 193–194
landscape pattern analysis, 203
linked ecological and economic 

models, 202–203
nutrient module, 194–196
plant module, 196–197
spatial model, 199–201

Payoff rules, 18
Percent growth rate, 120
Periodic populations, 123
PET, see Potential evapotranspiration 
PH components, see Photosynthesizing 

components
Phase portrait, 122
Photosynthesizing (PH) components, 196
Photosynthetic biomass, 217
Plant canopy structure, 193
PLM, see Patuxent Landscape Model
Policy-makers, 10
Poor environments, rich versus, 239
Population(s)

chaotic, 123
dynamics, 189
extinction, 70, 71
growth, 68
models, 120
movement between, 63
panmictic, 67
periodic, 123
scale, management misperception of, 64
size

-dependent harvest, 128
linear function of, 125
as percent of carrying capacity, 72, 

73
Position rules, 17
Potential evapotranspiration (PET), 109
Price-quantity dependence, 132
Profit(s)

adjustment, myopic, 147
based decisions, 55
maximizing sole owner, 37, 62, 146
zero average, 62

Property rights, 12
Proportionality factor, 36

 

R

 

Rate of fishery effort, 129
Real-world problems, 4
Regulatory authority, 62
Renewable natural capital, 15
Research models, 170
Resilience, 19
Resource(s)

extinction, 6
mining of, 33
non-renewable, 33
scarcity of water, 79
stock, growth rate of, 41
sustainability, relationship of market 

institutions and, 151
units, natural mortality rate of, 234
users, consumption rate of, 234

Retail
inventory levels, 
price behavior, 158

Rich environments, poor versus, 239
Rotational irrigation, 105
Rule(s)

aggregation, 18
authority, 17
boundary, 17
constant percentage quota, 62
harvest, 38, 49, 50, 52
information, 18
maintenance dues, 115
open access, 67
payoff, 18
position, 17
profit maximizing sole owner, 37, 62
scope, 18

 

S

 

SAV, see Submerged aquatic vegetation
Scale mismatches, 11
Schaefer equation, 121
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Science, phases in development of, 152
Scope rules, 18
Scoping and consensus building, 169
Sensitivity analysis, 193
Septic tanks, 223
Short-run discrete dynamic, 146
Simulated annealing, 204
Simulation, 5

Monte Carlo, 204
runs, nutrient concentrations during 10-

year, 206
Simulator, constructed at level of 

aggregation, 159
Single-ecosystem model, rules and 

sustainability in, 37
Slope-area method, 199
Smart growth initiatives, 229
Social–ecological systems

analysis of, 233
scale misperceptions and spatial 

dynamics of, 59–75
model, 61–69
testing hypothesis, 69–73

Social pattern, 113
Soil erosion, 182
Sole owner

constant price, 129
myopic adaptation, 136
profit-maximizing, 62, 146

South African fynbos ecosystems, 176
Spatial data, 228
Spatial hydrology calibration, 208
Spatial model, 199
Species

diatom, 182
ecological niche occupied by, 139
natural growth rates of, 138

Spotted Owl debate, 12
Stage I Planning Model, 91
Stakeholder

involvement, in adaptive management, 
171

workshops, 229
Standing crop biomass, 36
Statistical methods, testing of alternative 

models using, 22
STELLA

advantages of, 148
development of iron ore mining model 

from, 172

graph, periodic phenomena illustrated 
in, 124

model equations, 48
run, results from, 87
zero, 135

STELLA II, 27
dynamic systems model, 28
modeling environment, 26
solving of equations in with numerical 

techniques, 29
Stock(s), 14

logistic growth of, 35
populations, ecological events 

influencing, 34
transfer rate, 239

Storm water management, 223
Submerged aquatic vegetation (SAV), 183
Subsoil deposits, extraction of water from, 

78
Subsystems

management of, 8
natural transfer across, 43

Subwatershed(s)
aggregated, 210
hierarchy of, 208, 209
hydrology, Cattail Creek, 214
Unity, 213

Surface water
quality, 190
transport, 194

Sustainability, 102
applications to evolving principles of, 

242
definition of, 5
fisheries, 20
impact of institutional investments on, 

100
as management goal, 47
models of, 45
problems, causes of, 7
resource, 151
in single-ecosystem model, 37

 

T

 

Tatonnement, 133
Tax assessment databases, 201
TE, see Total efficiency
Terrestrial ecosystem productivity, 180
Tillage types, 197
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Time-series data, 188, 192
Total efficiency (TE), 36
Total leaf area, 196
Transfer rate, 45
Trans-human strategy, 240
Trash fish, 19
Tree

growth dynamics, 189
ring data, 190

Tributary
strategy, 185
watersheds, 184

 

U

 

UCT, see University of Cape Town
Uncertainty, 9, 135
Unit model

calibration, 204
hydrology sector for, 186

Univariant deterministic 
search, 204

University of Cape Town (UCT), 176
Urban BMPs, 233
Urban development, 190
U.S. Army Corps of Engineers, 

173, 175
U.S. iron and steel production, 171
U.S. Park Service, 11

 

V

 

Vandalism, 85
Variables, list of, 118
Voting issues, 12

 

W

 

Waste dumps, 201
Water

application, response to, 83
appropriation, 84, 87
availability, 87, 92
crop relations, 109
extraction of from subsoil deposits, 78
movement, vertical, 194
natural variations of, 93
usage, by farmers, 80

Watershed(s)
-based studies, 185
basin analysis program, 192
boundary, 189
development, 222
Patuxent, see Patuxent River watershed, 

Maryland
tributary 184

Wet crops, 9
Wetland (s)

loss, 174
Louisiana coastal, 173

Whales, harvesting of in open ocean, 34
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